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PREFACE
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ABSTRACT

The basic properties of a newly invented class of hybrid munitions are presented. These
Barrel-Launched Adaptive Munitions (BLAM) blend the characteristics of missiles and
ammunition to form a new type of guided bullet or cannon shell. The chosen design is a 10° half-
angle cone which is split in two with a forward spike and a truncated conical aft skirt. The two
pieces are pivoted around a central ball-joint and held together by piezoelectric adaptive tendons.
This allows the front portion of the cone to rotate in any direction up to +1° with respect to the
rear portion of the cone.

The first part of the study was experimental and involved the fabrication and testing of an
active bench-test article and models for range firing. The adaptive tendons were fabricated using
newly developed manufacturing techniques which lead to shock-resistant actuators capable of
enduring hard launch loads. The prototype tendons were 0.15" (3.81mm) wide and were
constructed from a pair of 2.5" (63.5mm) long 7.5 mil (190.5 um) thick PZT-5H piezoceramic
sheets which were sandwiched on either side of 4" (101.6mm) long, 5 mil (127 pum) thick
aluminum foil. Test results show that at 68°F (20°C), the adaptive members were precompressed
to record levels of 947ustrain (57.8 MPa or 8.37 ksi) while the aluminum substrate was pre-
tensioned to 2473ustrain (173 MPa or 25.1 ksi). The low substrate-actuator strength ratio (¥ =
0.381) lead to a 72% maintenance of active strain levels between the free-PZT sheet and
combined element performance. Modified laminated plate theory was used to demonstrate that
the extremely high pre-compression level was sufficient for withstanding launch loads up to
20,000 g's. At maximum +400 pstrain levels, the elements could generate articulation angles up
to £0.28°. The BLAM bench prototype was determined to have a first natural frequency of 228
Hz (1,433 rad/s) with a full-cycle response time under 5ms.

The second section of research compares the overall performance of conventional
ammunition to the projected performance of the BLAMSs. Because BLAMs would be insensitive
to gravity and most cross-winds (above minimum flight speeds), their effective ranges are
substantially increased. A basic performance code compared the 20mm PGU-28 to an identically
shaped BLAM. Considering a minimum impact velocity of 700 ft/s (213 m/s), the effective
ranges were more than doubled to 2 mi (3.2km). Projections also demonstrated the potential of a
105mm BLAM fired at 2,000 ft/s (610 m/s). Domes of strike opportunity were calculated and
showed that air targets traveling around Mach 1, at 10,000 ft (3.05 km) altitude could be engaged
at ranges exceeding 4 mi (6.4 km). Under the same conditions, ground targets within a 7 mi (11.3
km) radius footprint could be hit. A final section examining the high altitude performance
BLAMSs demonstrated that from 50,000 ft (15.2 km) launch altitude, hypervelocity rounds could
be used effectively against ground targets within a 30 mi (48.3 km) diameter footprint as well as
satellites and ballistic missiles up to 100 mi. (161 km) in altitude.




1. INTRODUCTION

Because of page limitations, all appendices which are referenced throughout this report
refer to the unabridged edition (instead of this, abbreviated version).
The complete version may be obtained from the author or WL/MNAYV.

For three thousand years, people have discussed and debated the concept of guided weapons.
From the enchanted arrows of Artemis and Athene to Jules Verne's homing missiles, the
possibility of such weapons have been widely recognized. The 20th century has seen such
weapons come to fruition in the form of guided missiles which have a wide array of uses. Current
developments in technology are shrinking the size of these weapons. Improvements in guidance
and seeker systems have resulted in solid-state, single chip devices which are small enough to be
integrated into even 2.75 in rockets. However, more breakthroughs are coming every day as
evidenced by the appearance of guidance and control packages which are mounted in cannon
shells. One of the earlier examples of a guided cannon shell is the Copperhead antitank round.
This nearly 30 year-old, 155 mm weapon has successfully demonstrated that the critical
components of guided rounds could be hardened for launch and function reliably (Ref. 1). More
modern advancements have shown that video systems with live telemetry could even be packed
within the 155 mm shell. Tests at Sandia National Labs with the Video Imaging Projectile (VIP)
have demonstrated that these large shells could be used for battlefield reconnaissance (Ref. 2).
Intercepting munitions with fast reaction times and small packages have continued to evolve and
are currently being tested even as this report is being written. The Small Low-cost Interceptor
Device (SLID) is among those which use impulse thrusters for flight control (Ref. 3). Because
such impulsive thrusters occupy a large volume within any missile system and they provide only
discreet course corrections, other approaches are being considered. Currently, the X-Rod and
Smart, Target Activated Fire and Forget (STAFF) rounds are 120mm in diameter and fly with
MMW sensors to attack tanks from above (Ref. 4). As with the SLID, these rounds use impulsive
thrusters to discreetly steer the munitions to the target. Currently, only two different flight
mechanisms are being considered: 1) aerodynamic control surfaces, and 2) steering rocket
motors. Each system has strong points, but is accompanied by drawbacks. The aerodynamic
control surfaces generally have relatively poor response times, heavy electromagnetic actuators,
low electrical-to-mechanical efficiencies, require sizable thermal batteries and are very difficult
to design to withstand launch loads. The rocket motors can easily withstand the launch loads,
but, they too occupy large volumes within the round, deteriorate with time and provide only
intermittent, impulsive steering which is less than optimal for terminal guidance.

To skirt these steering and guidance difficulties a new concept in flight control was
conceived and developed. Using adaptive structures, numerous technologists have conceived
arrangements which generate solid-state deflections of aerodynamic surfaces. Building upon
earlier work which laid down the foundations of adaptive structures (Ref. 5 - 8), Crawley,
Lazarus and Warkentin were the first to make and test an active flight control device (Ref. 9).
They showed that bending and extension-twist coupled plates could be either actively bent or
actively extended to produce small twist deflections. When exposed to air loads, the deflections
grew and grew until the plate diverged at roughly 40 ft/s (12.2 m/s). Work continued in the area
and more significant headway was made. One of the earlier attempts at another form of solid
state control was examined, again, by Lazarus, Crawley and Warkentin (Ref. 10). They
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demonstrated that flight control could achieved in a small sense through direct manipulations of
- wings. Immediately following these early studies, a host of other experimenters confirmed their
results and showed that air loads could be called upon to further magnify deflections and that
geometric parameters could be included in these active aeroservoelastic devices (11, 12).

Following much of the work in this area, Chopra and Chin showed that microscopic twist
deflections could be generated on helicopter rotor blades (Ref. 13). Their investigation was a
direct offshoot of preceding studies on rotor blades, missile wings and orthotropic actuator
elements which were spawned by Barrett (Ref. 14 - 17). Because the deflection levels which
were generated by these structures were so small as to be almost insignificant, new structural
configurations needed to be developed. In 1991, a whole new type of flight control mechanism
was born to provide such performance. This device used adaptive elements mounted to a plate in
such a way that twist deflections would result. This torque-plate was then firmly mounted to a
main spar and an aerodynamic shell was fitted to the tip of the plate. As the plate twisted, the
shell moved in pitch. Numerous studies have been centered around this family of torque-plate
fins which currently generate the second-highest adaptive lift coefficient changes (Ref. 18 - 23).

The most effective adaptive flight control mechanisms were recently developed for subsonic
missiles and remotely piloted vehicles (RPVs). These devices use the Flexspar configuration of
actuator to move an aerodynamic shell and have been tested on the bench, in the wind tunnel on
1/3 scale TOW 2B missile models, and even flown (Ref. 24 - 29). These adaptive structures have
finally been proven in flight, and shown to weigh far less than conventional actuators while
responding quicker with dramatically improved efficiency for less cost. Accordingly, flight
control methods which were previously thought to be impossible are not only easily realized, but
also highly effective.

One of the newest active munition configurations uses adaptive structures mounted within a
conically shaped, hard-launched round. This round is split into two pieces: a heavy conical nose
section and a light truncated conical skirt. The adaptive members pivot the forward portion
independently of an aft skirt for flight control, This newly conceived Barrel-Launched Adaptive
Munition (BLAM) was invented on Air Force time and funding as part of the Summer Faculty
Research Program. Accordingly, this report covers the major design and modeling issues
associated with the structure as well as general operational aspects of BLAM weapon systems.
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2. ADAPTIVE MEMBER DESIGN

This first portion of research leads the rest of the BLAM design because of its critical
importance. From the onset, it was not known if the adaptive members could actually endure
hard launch loads which range up to 1,000,000 g's. Accordingly, this section lays out the extreme
loading conditions which these relatively fragile materlals are exposed to and the unique
approach which is used to combat these loads.

2.1 STRUCT L ARRAN EMENT AND MATERIAL PROPERT

Within the BLAM, the adaptive elements will be used to move components relative to each
other. Because nearly all configurations will experience similarly applied loads, general
expressions may be derived for a generic actuator configuration. Figure 2.1 shows the typical
adaptive tendon arrangement which will be used for analysis.

upper
t;;:,slll?,? lower.
within compression
BLAM mount
within
~-—— acceleration direction BLAM

[ La,Ls o

Fig. 2.1 Active Tendon Configuration

The upper portion of the tendon is bonded rigidly to an internal structural mount. During
launch, the upper mount is assumed to carry all of the load. If the load were to be shared with the
lower mount, then most tendons would simply buckle and accordingly transfer loads to the upper
structure. The actual tendons will include a finite bond line of relatively low modulus and low
density bonding agent. For this analysis, the properties of the bond will be neglected.

The properties of the actuator and substrate materials themselves, however, are of extreme
importance. Because it is not clear which substrate material will provide overall superior
performance, a side-by side comparison is necessary. The potential actuator materials are also
numerous. From Ref. 22 it can be seen that PZT-5 is used most commonly. This type of
piezoceramic material has a very high piezoelectric coefficient and this family of adaptive
materials is fast becoming one of the smart structures industry standards. Because the superior
properties are well understood and have been characterized by numerous years of research, PZT-
5H will be used in this study as the actuator material of choice. This type of piezoceramic, like
nearly all adaptive ceramics, is extremely sensitive to tensile loads and exhibits a very low
fracture toughness. Accordingly, a substantial portion of this chapter is devoted to working
around this problem. Other difficulties with this material is that it is fatigue sensitive. The stress-
cycle curve is generally shifted one to three orders of magnitude below most structural metals.
Although of great concern to helicopter and conventional airframe designers, the single-use
nature of BLAMs negates this problem. Table 2.1 lays out the fundamental properties of a wide
range of materials for use as substrates as well as the PZT-SH actuator element.
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Table 2.1 Substrate and Actuator Material Properties (from Ref.'s 30 - 34)

Material E P fry gy fey
Msi (GPa) Ibm/in3 (ke/m3) ksi (MPa) (ustrain) ksi (MPa)
PZT-5H 8.84 (61) 0.271 (7500) 6.96 (48) 787 -56.6 (-390)
piezoceramic ' '
2024 aluminum 104 (72) 0.10 (2,768) 47.0 (324) 4476 39.0 (-269)
AIST 4130 steel 29.0 (200) 0.283 (7833) 75.0 (517) 2586 75.0 (-517)
Ti-8A1-1Mo-V1 17.6 (121) 0.158 (4373) 120 (827) 6838 127 (-876)
titanium '
PH-15-7 Mo 29.0 (200) 0.277 (7677) 170 (1172) 5861 179 (-1234)
stainless steel
Ecy Amax @ 15V/mil a To d3;
_(ustrain) (ustrain) | psten/F (ustrn/°C °F (°C) nin/V (pm/V)
PZT-5H -6393 220 ~2.2 (4.0) 428 (220) 10.8 (-274)
piezoceramic
2024 aluminum -3735 ~ 12.83 (23.1) ~ ~
AISI 4130 steel -2586 ~ 6.72 (12.1) -~ ~
Ti-8A1-1Mo-V1 -7237 ~ 4.66 (8.39) ~ ~
titanium
PH-15-7 Mo -6171 ~ 13.2(23.8) ~ ~
stainless steel

An examination of the above properties demonstrates the wide disparity in elastic and
thermo-mechanical characteristics. Through proper design, these parameters will be used to
enhance the overall properties of laminated piezoelectric actuator tendons. It should be noted that
the coefficients of thermal expansion listed above are nominal values for a typical cure

temperature. Deviations from the above values for o are within 4% of the extremes.

22L LOAD _

Two major loads will present themselves to the tendon pictured in 2.1. These are axial and
perpendicular imposed body forces. Because it can easily be shown that the launch loads which
are expected (up to 1,000,000 g's) will simply shear any PZT tendon with lateral forces, this
loading case will not be considered. This indicates that the PZT tendons must be placed directly
along the axis of acceleration. If this loading is present, and gravity forces are neglected, then an
expression for load along the length of the element is obtained:
F(x) = ngx(p,A, +PgA )+ F, (eg. 1)
Where F, is an applied force on the end of the element from the base support.

If the laminate is assumed to be balanced and symmetric and both PZT actuators are
energized in phase, then a laminate extension in two directions will occur. This active force
combined with thermally induced stresses and laminate resistive forces yields an expression for
overall force balance at any given point in the unloaded laminate.
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(BaAy +EA Je = (B4A, T, + EAT AT +E A A | (eq. 2)
Because it can easily be seen that the stress upon launch is maximized at the top of the
actuator which is critical in tension (see Table 2.1), equations 1 and 2 may be combined to
determine the stress level at x. ¢ '
(E,A, +E(A Je = (E,A,T, + EAT AT +E,A A+ ngx(p,A, +pA)+F, (eq. 3)
From Table 2.1 it.can be seen that the materials used as substrates have significantly higher
coefficients of thermal expansion than the PZT actuators. This is because an elevated
temperature cure will effectively precompress the elements and make them more robust. It
should be noted at this point that graphite/epoxy composites were not considered as a suitable
substrate material because they would place the PZT actuators in tension after an elevated
temperature cure. (Such pre-tensioning is extremely detrimental to actuator performance and has
been responsible for numerous actuator element failures in many corners of the smart structures
industry.) If it is assumed that the laminate is unloaded and constrained flat during the cure
which is below the Curie temperature of the PZT, then the total laminate strain may be solved:
(EaAg®y +EAT)AT (T, + Y )AT

(EaAa +EA) (1+v)

€= (eq. 4)

Following an elevated temperature cure, the PZT will be placed in compression while the
substrate will be placed in tension. Expressions for pre-compression and pre-tensioning
limitations are given as:

a, +ya AT
€ ‘ =aaAT—(—é—!’—i)-— (eq. 5)
a precompression _ (1 + \|I)
| &, +ya, JAT
€ . =ESAT—(—-*L—E—S—)-—— (eq. 6)
$ pretension (l +V)
Including the effects of externally applied forces, equaﬁons 5 and 6 are modified to:
— =\ F
(aa - as)‘VAT"' % A
e = . (eq.7)
a precompression (1+y) .
— = F
. - ___(s ' a) E?__a‘_ (eq. 8)
a precompression (1+w)

Using equation 3 and assuming that the actuators will experience no shear lag at the ends of
the mount, the lengths of the actuators may be solved for given a specific loading condition:
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_ (EaAq +EA Jeqy + (G + 0, )E,AAT-F,

L = : .9
a ngx(paAa + psAs) (eq. 9)
_ (EaAa + ESAS).eSty + (aa + as)EaAaAT -F, :
T ngx(p,A, +PgA,) 10

Because the area of interest is over the length of the actuator, it can be assumed that the
length of the actuator and the free substrate are the same. Accordingly, equations 9 and 10 may
be equated. The resulting expression assumes that the cure is high enough to bring the substrate
to the tension yield strain while the actuators yield in compression.

=y (eq. 11)

To estimate the launch loads, several fundamental estimations are used. If it is assumed that
the round experiences a uniform acceleration as it travels down the length of the barrel, then it
will experience a minimum peak acceleration for a given muzzle velocity. Although theorized,
this has never been achieved in the real world. The closest analogy comes from the "traveling
charge" concept which uses propellant which is attached to the base of the projectile.
Nonetheless, this physical impossibility provides a lower limit of acceleration as a function of
muzzle velocity: ‘

V2 l/ | |
a = Inuzzic eqg. 12
2Lba1rel , (q )

From Ref. 35 a typical launch acceleration profile is obtained for a high speed round:

503

s
202 / N

105/ ‘ ~.

Acceleration, a (1000 g's)

Fig. 2.2 Acceleration Profile of Hypervelocity Weapon During Launch

Using the acceleration profile of Fig. 2.2, and assuming that the general trend describes an
upper bound for BLAM launch conditions, the amount of g's upon launch as a function of muzzle
velocity and barrel length may be obtained as shown in Appendix A.
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2.3 ACTUATOR STRENGTH ENHANCEMENT
Using the values of Table 2.1 and assuming that this ideal cure condition may be reached,
then temperature differentials which will result in maximum strengthening can be calculated.
Clearly from Table 2.2, cure temperatures of 2,442°F are far in excess of typical cure
temperatures. The upper bound on cure temperature will be set by the Curie temperature of the
piezoceramic. The lower bound is determined by the flight condition that the round will face.

Table 2.2 Optimum Cure Conditions for Maximum Precompression and Pretensioning

Material Ecy (ustrain) | €ty (ustrain) | & ustm/°F (ustrn/°C) | ATopt °F (°C) | Tcure °F (°C)
PZT-5H piezoceramic - -6393 787 ~22 (4.0) ~ ~

2024 aluminum -3735 4476 12.83 (23.1) 379 (193) 309 (154)
AISI 4130 steel -2586 2586 6.72 (12.1) 432 (222) 362 (183)
Ti-8A1-1Mo-V1 titanium 7237 6838 4.66 (8.39) 2512 (1378) | 2442 (1339)
PH-15-7 Mo stainless steel -6171 5861 132 (23.8) 493 (256) 423 (217)

This most extreme lower temperature is found above the Tropopause where temperatures dip
to -70°F (-57°C). This lower bound is used to ensure that as the round is carried aloft and cold-
soaked, the actuator elements will not break upon launch due to excessive precompression. From
these results, it can be seen that piezoceramic actuator strength will be increased by nearly two
orders of magnitude. This leads to a sizable increase in actuator length which may be used.

24 ACTUATOR GEOMETRY AND PERFORMANCE LEVELS

Because stress levels at the top of the element increase as a function of the length during
launch, the actuator geometry becomes absolutely critical. Curiously enough, it can be seen from
earlier expressions that base width and thickness play only secondary roles while the length
dominates the stress levels seen by the actuator. If the maximum acceleration profiles of section
2.2 are used to determine the design loads, and the elements are precompressed to their
maximum limit or the Curie temperature, then equations 9 or 10 may be used to solve for their
lengths. Appendix A delivers the design charts which spell out the maximum actuator lengths
which may be used with a given substrate type, muzzle velocity and barrel length.

Using equation 2 yields the maximum change in actuator element length which is possible
under given launch conditions. As can be seen from the figures in Appendix B, the change in
actuator length rapidly grows with area ratio, then subsides. This effect is caused by two

opposing characteristics. As the cross-sectional area ratio, Y, is very small, the strength of the
entire actuator laminate is dominated by the piezoceramics. Accordingly, the longer the laminate,

the longer the change in length at a given strain level. However, as yj,, moves through the 0.2 to
2.0 range the piezoceramic/substrate sandwich strength is dominated by the substrate. As the
relative strength of the substrate grows, it allows for longer elements, but the retardation in active
strain levels becomes too great. Accordingly, the active strain levels die at a much more rapid
rate than the length grows. The result is a low change in total active member length. If the
acceleration profile is used in conjunction with the design length and change in length
information, then boundaries for those parameters may be established as a function of launch
conditions as shown in Appendix C.

~ Using the information of Appendix C yields some insight into practlcal actuator design. For a
representative barrel length of 10 ft (3.05m), at a muzzle velocity of 2,000 ft/s (610 m/s), the
maximum single-length actuator may be approximately 0.35". If a single switchback actuator is
used in conjunction with base support, this may be increased to an unfolded length of 1.42"
(36mm). Although smaller than the 2.5" long actuators which are used in the test article, this
clearly shows that reasonably sized actuators may, indeed survive hard launch conditions.
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3. CoNICAL BLAM TEST ARTICLE
CONFIGURATION, DESIGN AND CONSTRUCTION

Two specimens were constructed for this study as basic proof-of-concept and exploratory
articles. The first specimen was built to be bench tested to verify actuation ranges, frequency
response and deflection characteristics. The second series of specimens were designed
specifically to be launched on the outdoor Aeroballistics Research Facility range at Eglin AFB.
These would demonstrate the basic aerodynamic characteristics of the conically shaped rounds.
This chapter describes both families of specimens and their state of progress at time of authoring.
Because the aerodynamics of conical sections is well understood and there exists a large
aerodynamic data base, a 10° conical shape was chosen.

3.1 BENCH TEST SPECIMEN

The bench test specimen was designed to incorporate several major structural components.
The first is the forward conical section which was machined from solid brass. This heavy
component provides stability to the round as its weight moves the c.g. forward. The second
conventional structure is the aft conical skirt. This portion of the round lends stability at high
Mach number by shifting the center of pressure aft with minimal shift in center of gravity. The
third major component is the adaptive structures. These piezoelectric tendons are used to pitch
the forward portion of cone independently of the rear portion.

3.1.1 NVENTIONAL STR DESIGN

The bench-test article progressed through two major design iterations. Based on analysis
performed on PRODAS, it was determined that a conical shape would provide the necessary
stability for this type of round. Because the BLAM is to be fired from a smooth-bore gun, no
gyroscopic stabilization can be called upon. Accordingly, the round must be inherently
aerodynamically stable. To achieve this, a heavy nose section was designed to be mated to a
much lighter tail cone section. The figures in Appendix D show the design iterations of the
conventional structure. The first design, BLAM model 1, incorporated a small ball joint with a
nylon bushing. This design was deemed unsuitable because the model would eventually be
proposed for supersonic wind tunnel testing as well. Accordingly, a more robust ball joint with a
threaded connector is needed. This manifested itself as BLAM model 2. This BLAM model is
under construction as this report is being written.

3.1.2 TE N DESIGN, FABRICA’ R N

The adaptive tendons were constructed from PZT-5H piezoceramic sheets and 2024-T0
aluminum substrates. Piezo Systems PSI-5H-S3 piezoelectric sheets were used for the actuators.
Figure 3.1 shows the raw sheet. After the raw sheet was cut, then the 5 mil (0.127mm) thick
2024-TO substrate was cut. A total of six elements were constructed -- four for the specimen and
two reserve in case of manufacturing difficulties. Figure 3.2 shows the cut PZT and aluminum
strips prior to bonding.

The bonding process was fairly involved as a range of cure temperatures were researched to
discover the maximum that could safely be used. From a series of experiments, it was found that
a 392°F (200°C) cure temperature with a fast ramp of 40°F/min (22.2°C/min) resulted in a
suitable cure profile. After reaching the cure temperature, it was held at that level for 30 minutes,
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then a slower 5°F/min (2.8°C/min) ramp was used to bring the specimens back to room
temperature. The bond was formed by Scotchweld™ epoxy structural tape.

The substrates were brushed with 400 grit paper to facilitate bonding, and were cleaned with
acetone and propanol. After cleaning, the substrates were stored in propanol for approxnnately
two hours while the PZT sheets were being prepared.

After cutting, the PZT sheets were assembled in a stack and waxed together at low
temperature. These stacks were then trimmed with 400 grit paper to 0.150" £0.002" (3.81mm +
0.05mm). After trimming, the sheets were separated and soaked in toluene to cut the wax
residue. After removal of the wax film, the sheets were again cleaned with acetone and propanol
and stored for approximately one hour while the substrates were being fitted with adhesive tape.

The Scotchweld™ adhesive tape was cut into 0.20" (5.0mm) wide strips and tacked to the
substrates. Following this, a 0.05" (1.3mm) diameter hole was cut from the center of each
adhesive strip and filled with M-Bond conducting epoxy. The PZT sheets were then laid out to
dry and then assembled to within +£0.005" (0.13mm) of the edges of the substrate. The
sandwiched actuator lamina were then placed on a 1 mil thick sheet of Teflon on an optically flat
0.25" (6.4mm) thick glass tool for curing. (The glass provided dimensional stability and high
ramp profiles during the cure.) The actuator sandwiches were then jigged in place with 1 mil
flashing tape. A layer of breather cloth was applied over the surface of the jigged elements and
an upper tool was then clamped with an equivalent of 18 psi (124 kPa) of pressure. The elements
were then cured in the high ramp cycle and brought back to room temperature.

Following the cure, the elements were removed from the jigs and the cure tools. The final
process of PZT tendon fabrication involved trimming the flashing off of the sides of the actuator
elements. The actuators were shaved with 400 grit paper to 0.15" £0.003" (3.81mm 0.076mm).
From two-component laminate experimentation, it was determined that the PZT sheets were
precompressed to 947 istrain while the substrate was pretensioned to 2473ustrain. Upon
activation, it was also found that the element maintained 72% of the active strain capability with
respect to the free actuator elements. Accordingly, the active tendons may generate 400 pstrain
of motion during operation at the depoling limit. This corresponds to 0.001" (0.0254mm) of
motion.

3.2 RANGE TEST SPECIMENS

The range test specimens were fabricated to establish a baseline of aerodynamic data and
ballistic performance which could be used for code validation. These specimens, like the bench
test articles were constructed from a brass nose section with an aluminum conical skirt. The
major difference is that they are built so that the articulation angle is fixed. Two series of
specimens were built at the Aeroballistics Research Facility machine shop. The first cones were
produced with a straight 10° half-angle cone shape. The second set employed a 1° articulation
angle between the front and rear portions. Appendix E contains the assembly drawing for the
range test specimen. Figure 3.4 shows the "bent" and straight range test articles. Figure 3.5 more
clearly shows the 1° articulation angle.
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4. BLAM PERFORMANCE ESTIMATION

One of the major results of this study is an estimate of the performance of the BLAM 10°
conical specimen. It should be made clear that this design has not been optimized in any way.
However, this initial stab at the configuration is a method of entering the iterative, ever
improving, design cycle. This section will lay out the methods which were used to model the
performance of this first BLAM design.

4.1 CONICAL BLAM ACTIVE PERFORMANCE ESTIMATION

Modeling BLAM performance must include all major aspects of the design. As pointed out
earlier, the launch loads are critical and will size both the actuator and the round itself.
Additionally, the material chosen for the actuators has a direct bearing on the round performance.

4.1.1 AFRODYNAMIC LOADS PREDICTION

The aerodynamic prediction of flow over cones is fairly straightforward. The past 30 years of
analytical work has yielded some powerful methods which may easily be applied to supersonic
flow over conical sections. Because this is a design-level study, a basic pressure estimation
technique developed in Ref. 36 will be used to estimate the pressure over the surface as a
function of: cone half angle, angle of attack, and Mach No. This code divides the cone into 72
panels (5° per step) and sums the pressure over the surface. The paneling scheme is shown in
Appendix F. '

Using the experimental data of Ref. 37, the code was checked for accuracy. Appendix F
contains the theory and experiment correlation of data. It can be seen that the code overpredicts
the lift coefficient, Cp, by up to 5.4% while it underpredicts the drag coefficient, Cp, by as much
as 6.6%. For an initial design-level investigation, this level of accuracy is acceptable.

A second check of the rough accuracy of the code was made with respect to the drag
coefficient. From Appendix F, it can be seen that the PGU-28 Cp is 4% to 40% lower than the
cone drag coefficient (Ref. 38). Normalizing the results with respect to the Prandtl-Glauert
compressibility factor demonstrates that the PGU-28 experiences higher losses at increased flight
speeds. Alternatively, the 10° cone starts out with a low level of base pressure with moderate
losses and maintains those losses throughout the flight with only minor changes.

4.12 M

The structural modeling of the actuators and pivot assembly was very straightforward. The
linear stiffnesses of the actuator elements were calculated from the known material
characteristics and geometric parameters. Following computation of the linear stiffnesses, an
equivalent rotational stiffness about the pivot was determined assuming small angles. The rest of
the structure is assumed to be rigid. Time limitations precluded modeling the gross structure
during launch to ensure that no crushing would occur. Active deflections were determined by
using classical laminated plate theory and the estimates of section 2.

4.1.3 FORCE AND MOMENT BALANCE

To determine the deflections of the forward cone with respect to the skirt, it was assumed that
only the commanded articulation angle would result. In a more detailed analysis, the entire
aeroservoelectroelastic model of the system must be included for accurate results. However, this
basic model provides some insight into the behavior of the BLAM as a function of Mach No. and




angle of attack. Appendix F contains estimates of the forces and moments which the cone will
see during flight.

The aerodynamic moments at a given angle of attack about the pivot will be the primary
flight moments which the tendons must resist. Accordingly, the tendons may be spaced a given
distance from the pivot. This distance, d, governs the deflection range, actuation speed and
moment generation capability of the system. A chart showing the aerodynamic and structural
moments as a function of this geometric parameter, Mach number and angle of attack is shown in
Appendix F. Clearly, the chosen design point falls in a highly non-optimum position with respect
to steady performance. However, the length of the active tendon is governed by launch
considerations. The reader will note the presence of several actuator curves relating to
"switchbacks." This refers to a new type of actuator design which folds around itself, effectively
increasing the actuator throw within a given confined length. From the matching plot, the
switchbacks have a very favorable effect on the resulting articulation angle and angle of attack.

In addition to considering the static characteristics of the actuator, the dynamic behavior
deserves attention. As can be seen from the matching plot, various natural frequencies are shown
next to positions on the graph. These are an indication of the speed at which the BLAM may
respond. Ranging from 32.9 Hz (207 rad/s) to 342 Hz (2145 rad/s), it should be clear that this
actuator system is extremely fast. It should also be noted that the actual systems are expected to
suffer at least a 15% speed penalty because of finite stiffness in the rotational bearing and
fixtures on the actuator ends (which were assumed rigid for analysis).

Through a simple examination of the pitching moments about the center of gravity, it can be
seen that there is a direct relationship between the articulation angle and angle of attack of the
various sections:

o, =1532¢ o, =0.532¢ | (eg. 13)

This balance roughly holds for flight speeds above Mach 1.4 and comes from a simple
moment balance about the center of gravity. The large static margin is principally responsible for
the low angles of attack due to cone deflection angle. From the mass balance of the specimen, the
center of gravity is approximately 2.25" (57.2mm) from the base of the cone, while the center of
pressure is approximately 1.76" (44.8mm) from the base of the cone. This 0.49" (12.4mm)
disparity in c.g. and c.p. location leads to a static margin of approximately 27% which is
phenomenal for rounds of this type. This large static margin, however will significantly
contribute to a safe test shot during actual firing.

By examining the aerodynamic prediction data of Appendix F, two approximate express1ons
for normal force were determined. These expressions were shown to fit the aerodynamic data to
within 4% of the predicted values:

N, = (-0.4746M2 +7.005M - 8.692)ct,, +(-0.4411M> +3.398M2 —8.179M + 5.945) (eq. 14)

N, =(-0.9492M? +14.01M - 17.384)0r,, +(~0.8822M> +6.796M? —16.398M +11.89) (eq. 15)

By substituting equations 13 into 14 and 15, a felaﬁonshjp for normal force for the entire cone
may be obtained as a function of Mach number and articulation angle.

N, =(-1.232M2 +18.18M ~ 22.56)¢ + (~1.323M° +10.19M? - 24.54M +17.835)  (eq. 16)

Similarly, the axial force may be solved for by using a median angle of attack.
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A, = (0.0308M ~ 0.0198)&” +(~0.0173M? — 0.003 1M + 0.0966)3 + (1.72M2 +1.62M +36.3)

(eg. 16)
4.14F -
By using the estimations from equations 13 through 16, the flight performance of the BLAM

cone may be estimated. These estimations were made by using the aerodynamic moment data of
Appendix F to determine a trim angle. Once the trim angle was determined, the normal force on
the cone was solved, as seen in Appendix G. A basic time integration code was written to step
from the end of the barrel to a minimum flight speed in horizontal flight. As seen from the code,
the minimum flight speed at STP which is required to maintain level flight is 1,800 ft/s (549
m/s). Below this value, the BLAM is unable to generate enough lift to sustain level flight. The
results of flight performance estimations for the conical BLAM specimen show that normal
accelerations up to 47g's will occur with g = 1.0°. This will result in an off-boresight capability
of 5.3° at a range of 1,100 ft (335 m). Considering the nominal (.3° articulation angle yields a
more modest 1.47° off boresight capability at approximately the same range. The low range
projected for the BLAM rounds is induced by the low mass in relation to the maximum cross-
sectional area. The 10° cone has a mass concentration of only 0.171 1bm/in2 (12.0 g/cm?) while
the PGU-28 weighs in at 0.459 Ibm/in2 (32.3 g/cm2). This 2.7 times disparity in density allows
the PGU-28 to have an effective range up to 4,000 ft (1,220 m) while the comparatively light 10°
cone will travel only 1,100 ft (335 m).

As mentioned earlier, these flight results are dominated by the extremely large 27% static
margin which provides a high degree of stability. Cutting the static margin to 2% to 5% would
yield an extremely maneuverable round which would easily be capable of attaining off-boresight
angles of 45° and greater. Because a type of very fast flight controller could be integrated into
the munition (taking advantage of the fast actuators), then it can be foreseen that a marginally
stable munition may demonstrate 180° turning capability.

4.2 COMPA N OF CONVENTIONAL AND BLAM 20mm MUNITIO

A comparison of the existing 20mm PGU-28 ammunition and the projected performance of
the BLAM munitions is made to illustrate the capabilities of such enhanced rounds. If it is
considered that the actual BLAM ammunition will be finned to provide improved lifting
capability, then such a munition would be able to effectively fly at speeds as low as 700 ft/s (213
m/s). To determine the performance of such rounds, a basic performance estimation code was
written and contained in Appendix H. This code uses drag data for the PGU-28 round which is
found in Ref. 38. This drag data is modified to include the effects of induced drag at low Mach
numbers. Accordingly, at Mach numbers above 2.0, the correlation between conventional PGU-
28 and BLAM rounds is within 2%. Below Mach 2.0, the disparity grows until subsonic speeds
are reached. Because the fins will become highly loaded in the subsonic range, it is assumed that
the drag of the BLAM round will be approximately double that of its conventional PGU-28
counterpart. This drag data correlation is displayed in Fig. 4.1.

In addition to drag data correlation, a range track comparison was made. This range track
compared the performance of a conventional BLAM to that of a PGU-28 with identical shape
and mass characteristics. Because the BLAM projectile actually generates lift to maintain a level
flight path, it also incurs an induced drag penalty. This is clearly shown in Figure 4.2. As the
round travels downrange, the BLAM round slows more quickly because of this drag disparity.
Still, there is only a 6% disparity between the two projectiles. Such projections lend a high
degree of confidence to the estimation code.
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Following this basic verification of the kernel of the code, modifications were made. The
most important involved the inclusion of different flight speeds and altitudes of the launching
and target vehicles. Accompanying this modification was the addition of gravity effects,
elevation and azimuth. Because this weapon system is intended for a generation of aircraft which
are not yet designed, it is completely feasible that a turreted gun may be used. Such a gun would
be able to fire at targets in any direction. If employed, this advantage would completely rewrite
the rules of air combat. Accordingly, the code of Appendix H was used to determine the size and
shape of "strike domes." These domes define boundaries, within which a target at a given flight
speed may be hit. Assuming that the conventional PGU-28 rounds were also fired from a turreted
gun, a series of smaller strike domes were generated. The disparity in size is attributable to the
difference in impact velocities. According to Ref. 38, the PGU-28 is fired at 3410 ft/s (1040 m/s)
and maintains an effective performance only out to 1,795 ft/s (547 m/s). On the other hand, the
actual round requires only a 700 ft/s (213 m/s) impact to initiate detonation. This lower speed
was used as the impact speed of the BLAM projectile. Analysis showed that 15° fins were
sufficient for maintaining steady-level flight at these speeds. The results of the computer runs are
shown in Appendix I. From these results, it is clearly seen that }( through this simple decrease in
impact velocity, the strike dome radii are nearly doubled. :




4.3 ESTIMATION OF 105mm BLAM PERFORMANCE

Achieving a dramatic increase in effective range, beyond a simple doubling, is also of
importance. If the range of a guided round could be stretched to 5 or 10 miles, then the BLAM
projectiles would, indeed take on a dual-role capability. They could be effectively used against
targets at close and medium ranges. To accomplish this, there are three major factors which
should be considered: muzzle velocity, round size/mass and rate of fire. These parameters, lead
to an effective horsepower rating of the gun which translates to steady recoil force imparted to
the airframe. If it is assumed that a range increase is desired at the same horsepower, then a
larger round with a lower muzzle velocity would be a prudent choice. For purposes of
comparison, a 105mm size round with a muzzle velocity of 2,000 ft/s was chosen. If a constant
horsepower is maintained, then the 105mm BLAM rate of fire will be only 1/50th that of the
20mm PGU-28. In practical terms, this means that the rate of fire will be cut from 4,200 to 84
rounds per minute. However, for this drop in firing rate, the accuracy will be substantially
improved, the probability of a kill/given a hit will be boosted by orders of magnitude and the
effective range will rise from only 4,000 ft at sea-level to more than 4.5 mi (7.2 km). At 20,000
ft, this jumps to 12 miles (19.3 km). Clearly, these types of ranges are compatible with the AIM-
9 Sidewinder class of missiles which operate up to 10 mi (16 km). The inference, of course, is
that eventually BLAMs could potentially augment or replace many conventional missile systems.
If the muzzle velocity is increased further, to the 3,410 ft/s (1,039 m/s) (which is the speed of
20mm rounds) then the rate of fire would be decreased to 1/145th of the original rate (down from
4,200 rpm to 29 rpm), but the range would jump to 19 mi (30.6 km). This exceptionally long
reach would lend AIM-7 Sparrow type range to the munitions.

The reduction in external drag and the negation of the need for internal missile bays
would lead to a significantly different type of aircraft configuration. The weight reduction alone
would be substantial. If conventional 10Smm cartridges are compared to missiles of today, then
88 1b (40 kg) 105mm cartridges could be swapped for the 195 1b (89 kg) AIM-9 or the 500 Ib
(227 kg) AIM-7. Accordingly, a typical load for a fully equipped F-15 might include 23 rounds
of 105mm BILLAM instead of four Sparrows. :

In addition to a substantial improvement in air-to-air effectiveness through the possibility
of an aft or lateral firing capability, the opportunity for engaging ground targets will also
increase. As seen in modern hostile areas, air operations are frequently conducted above 10,000
ft for safety. Because the altitude is so high, current 20 and 30mm weapons achieve only limited
success. However, a 105mm BLAM could easily engage ground targets from this altitude as seen
in the strike footprints in Appendix I. Even with the aircraft traveling near Mach 2, at 10,000 ft,
the strike footprint of a 105mm BLAM is nearly 12 mi (19.3 km) in diameter.

Operationally, BLAMs would open up new tactics which are currently reserved only for
missiles. Because the BLAMs can be steered after the launch, there is no longer a need for the
launching aircraft to be the same as the spotting aircraft. Accordingly, a ground spotter may be
used to defeat tanks while an E3 or TR-2 may be used to paint flying adversaries. If a BLAM
weapon were turreted, then a ground target may be engaged during the approach, fly over and
exit. If sophisticated guidance systems were built into the weapons, then BLAMs might even be
used to defeat air-to-air, surface-to-air and surface-to-surface missiles. However, physical defeat
of BLAMs would be challenging at best because of the robust structure.

A final possibility is easily seen if one considers a hypervelocity launch at high altitude.
From Ref. 35, it was demonstrated that 105mm rounds could be launched at speeds up through
6,000 ft/s (1829 m/s) and carry instrumentation packages which survive. Accordingly, it may be
possible to fly such a gun for delivery of a hypervelocity BLAM. Appendix I shows the results of
these estimations considering a 50,000 ft (15.2 km) launch at 6,000 ft/s (1829 m/s). Appendix I
shows that ground targets could be engaged within a 30 mi (48 km) diameter strike footprint, air
targets could be engaged at ranges up to 50 mi and ballistic missiles and low-earth orbit satellites
may be intercepted up to altitudes of 100 mi.
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5. CONCLUSIONS

Because this is one of the first studies in the field of hard-launched adaptive munitions,
several general conclusions on the actuators, configurations and responses will illuminate the
entire field.

1. Adaptive materials like piezoceramics can survive hard launches and flight loads typical of
bullets and cannon shells. The materials must be exposed principally to axial loads which
indicates that they must be suspended or supported during launch. Length and substrate
material guidelines for launch loads up to 1,000,000 g's have been established. The
materials must also be precompressed by using a laminate composed of a precompressing
substrate like ‘aluminum or stainless steel. Experimental testing has shown that
precompression levels up to 6,000 pstrain are possible.

ii. Active materials may induce usable steady articulation angles in BLAM rounds. On the
5.29" (134mm) long, 1.84" (47mm) diameter 10° half-angle BLAM cone demonstration
article, + 0.3° articulation angles may be generated. Deflections up to +2° may be
achieved by simply reducing the pivot-actuator distance.

iii. Extremely fast BLAM articulation response times may be achieved. Rates from 32.9 Hz

~ (207 Hz) to 342 Hz (2150 rad/s) were estimated for a range of BLAM internal

geometries. The maximum natural frequency of the test article would be 228 Hz (1430
rad/s).

iv. Steady and dynamic power consumption of BLAM actuators is very low. The adaptive
tendons for the test article showed a maximum steady power consumption of 18.2 mw
while the dynamic power consumption at maximum throw, maximum voltage was only
92 mw.

v. Active tendons are capable of manipulating BLAM flight loads. At supersonic speeds,
tendon sizes and geometric guidelines were established for active tendons. The current
model could manipulate flight loads up to 1° angle of attack through Mach 3.

vi. BLAM performance estimation codes show good correlation with experiment. The
performance estimation code predicted the performance of PGU-28 shaped projectiles to
within 6%. A panel-pressure estimation code predicted lift and drag characteristics with a
nominal error of 4%. :

vii. Small articulation angles may generate large changes in flight path. Because of a high
round static margin (27%), the 0.3° articulation angle was predicted to generate 1.50° off
boresight angles at 1,100 ft (335 m) range. However, if the static margin were reduced to
the 2-5% level, then the off boresight angles would grow to more than 30°
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viii. BLAMs offer a substantial range improvement over conventional munitions of the same
size and muzzle velocity. Because the rounds actually fly, and are relatively insensitive to
gravity and cross-wind effects, they fly level for a longer period of time and accrue a
greater effective range. Comparisons of PGU-28 rounds to their BLAM counterparts
demonstrate a two-fold increase in range.

ix. A lower muzzle velocity, larger caliber BLAM could have effective ranges on the order of
AIM-9 Sidewinder missiles. At 2,000 ft/s (610 m/s) muzzle velocity, a 105mm BLAM
would have an effective range in excess of 12 miles (19.3 km) if fired at 20,000 ft
altitude.

X. A higher muzzle velocity, larger caliber BLAM could have effective ranges on the order
of AIM-7 Sparrow missiles. At 3410 ft/s (1040 m/s), a 105mm BLAM would have an
effective range in excess of 19 miles (30.6 km). -

xi. A hypervelocity, large caliber BLAM, launched from high altitude, would be able to reach
air and ground targets at extended ranges as well as low-earth orbit satellites and
ballistic missiles. At 6,000 ft/s (1829 m/s) muzzle velocity, 50,000 ft (15.2 km) launch
altitude, a 105mm BLAM would be able to engage ground targets within a 30 mi (48 km)
diameter strike footprint, air targets up to 50 mi (80 km) away and ballistic missiles and
low-earth orbit satellites up to altitudes of 100 mi (160 km).
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A GENERAL METHODOLOGY FOR CLUSTERING AND SEQUENCING ALGORITHMS
WITH APPLICATIONS TO INTELLIGENT KNOWLEDGE-BASED

MANUFACTURING/MACHINING SYSTEMS

Georges A. Bécus and Edward A. Thompson

ABSTRACT

Product design and process planning have been separate activities. Even with the advent of computer aided design,
CAD systems have been extensively used in the automation of product design, while process design or planning
has remained a separate and primarily manual effort with little or no automation. Although there have been
numerous efforts (e.g. group technology involving variant and generative techniques) and research in the area of
product design and process planning integration, most research has addressed only a portion of the problem, i.e,,
either the product design or process planning. The integration of shape, function, material and process design is a
goal which offers many challenges to overcome. After reviewing Adaptive Modeling Language (AML), an
approach and implementation for integrating product and process design in a virtua! manufacturing environment
involving competing processes, this report presents a general methodology and general purpose algorithms for
clustering and sequencing under (precedence) constraints. These algorithms could easily be integrated in AML or
other Intelligent Knowledge-Based-Engineering systems to perform such tasks as setup generation/sequencing and
feature/operation sequencing. The algorithms employ an Annealing Genetic strategy together with special purpose
operators and repair functions as the optimization engine. Our approach, flexible enough to allow user interaction,
finds very quickly (near) optimal solutions of higher quality than existing methods.

KEYWORDS: Intelligent Knowledge-Based Engineering, Adaptive Modeling Language, Process Planning,
Operation-Based Design, Machining, Clustering, Sequencing, Annealing Genetic Algorithm.

INTRODUCTION

Today enterprises have to compete in an ever changing global market environment which requires fast appropriate
decisions. Process costs and product affordability, which form the basis for competing in the marketplace, are
often adversely affected by customer demands dictating quick response and imposing continual changes to the
product development cycle therby lengthening development time. Investigating new materials and processes to
lower costs while enhancing product performance is a goal pursued by every manufacturer.
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The standard approach to product and process design is the specif-evaluate-revise cycle which often involves
time-consuming loops. The engineering of a product incorporates numerous stages involving design specification,
manufacturing planning, finite element modeling and analysis, and inspection planning. Changes to the design
(dimension, tolerance, material, process constraints, etc.) as well as rework procedures (especially costly if
revisions are suggested late in the cycle) cause delays in the final production and market deployment. Often, this
cycle generates new ideas or product technology. Alternative materials and processes discovered in this stage are
tested in an attempt to enhance product functionality and reduce processing costs. Alternative materials and
processes benefit new designs but can also affect the design of retrofit parts for maintaining/refurbishing existing
systems as in the design and production of aircraft components (either the re-manufacture of parts for maintaining
existing aircraft or new parts designed to replace existing ones). There is an opportunity for the inclusion of past
knowledge in new designs to explore alternative materials and processes outside the lengthy specify-evaluate-

revise cycle.

Developing a methodology to handle changes dynamically and to minimize the design cycle could lead to major
savings in the product development cycle and thereby benefit product affordability. Such methodology will enable
the investigation of alternative materials and processes to lower the production cost and enhance product
performance. This methodology will be applied across all steps in the production process and will form the basis
for the development of an Intelligent Knowledge-Based-Engineering (IKBE) system for integrating feature-based,
memory-driven design, with material specification, manufacturing/inspection process planning, adaptive meshing,
and finite element modeling/analysis.

Because nearly all products require some machining, the benchmark process for current efforts in integrating
product and process design is machining. Machining, the most common form of material removal, is often an
alternative to other processes when dealing with small quantities of parts for structural applications. In addition to
functional specifications and geometric shape, process planning of machined parts requires the preparation of an
outline describing all machining setups, fixtures, detailed machining operations, tooling, machining data and
finally the NC part program to cut the part [1]. For small lot sizes (1-25 parts), the design and process planning
steps account for a large percentage of the overall production time so that an integrated system for concurrent
design and automated process planning generation will significantly improve productivity, shorten the design to
fabrication cycle and lower processing costs. The system should enable the user to interactively design and plan
the machining process to cut the part.

The development of an IKBE system integrating automated process plan generation in a feature-based design
environment requires solving a number of problems related to setup generation, feature sequencing, fixturing,
tooling, tool path logic, and machining parameter computation [2,3]. There are a number of design automation
systems for cutting single features. But these systems generally are not geometry driven and often merely provide a
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process plan for a limited number of prismatic shapes by generating the machining operation sequence for a single
feature [1] or irrespective of feature interaction. The user input is by feature type limiting these systems to a
prescribed library of features without any assistance regarding unique setup generation, fixturing, or any other
process planning criteria [4]. Such systems, based on the variant approach of comparing, retrieving, and
modifying similar pre-stored process plans, are limited to pre-stored patterns and do not offer a suitable solution
for integrating product design and process planning.

Other attempts at automating process planning for machining are limited to simple geometry. The machining
features are extracted from a computer aided design (CAD) system using a feature recognition methodology, often
limited to a set of machining features with simple orientations and attachments [4-12]. Such systems do not offer
an integrated solution for design and process planning, because the part design and modifications are done
independently on a CAD system.

Computer Integrated Manufacturing (CIM) systems, oriented towards automating tool path generation from the
part geometry created by a CAD system, produce a primitive cutting plan by mapping the tool path to follow the
contour of a surface. Although they may handle complex surfaces, these systems offer little or no assistance in the
selection of the tooling and machining specifications such as speed, feed and depth of cut and they rely heavily on
user interactions for isolating and sequencing the surfaces to be cut. This complicates the process plan generation
and tool path logic of even simple parts [13].

In contrast, the developing IKBE architecture supports a concurrent engineering system for interactive design and
process planning of machined parts for rapid production. The process plan incorporates the sclection of setups,
their sequence, fixturing recommendations, tooling, and all the machining data for cutting the part, reflecting the
part geometry, the part material characteristics, and the machine selection. In addition, the user can interactively
inquire about the production plan to view the effect of the part design and characteristic modifications. The system
automatically validates the changes and reconfigures the process plan reflecting the user modifications. The IKBE
system supports a sophisticated feature-based design environment, enabling the user to interactively design parts
with complex geometry. Form features are basically macro level descriptions of fandamental shape features (hole
and profile) with position and dimensional constraints that enable the transfer of a part model without transferring
the geometric instance. Most CAD systems are complemented by a Feature Based Design Environment (FBDE)
providing advanced tools for interactive feature dimensioning, positioning, and orientation specifications. A free-
form feature-based capability allows the user to create and customize a suitable design feature library independent
of manufacturing features. Finally, the system supports a geometric reasoning algorithm to assist in feature
interpretation and instantiation. Whereas previous systems [13] tend to rely heavily on user specifications to guide
tool selection, machining parameters computation, and generation of the tool path, the IKBE architecture has the
capability to compete alternative part geometry with optimal material selection and process design.
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There are two basic approaches for automated process planning: the variant approach and the generative approach
[1]. Variant process planning is based on the retrieval and modification of a stored process plan for a similar part.
The parts are grouped into classes and standard plans are stored for each class. This approach is useful only when
all parts being designed can be classified in a number of categories depending on certain attributes. The process
plan of a particular part is generated by identifying the part class, retrieving the plan, and modifying it to fit the
new part attributes. Some systems using this approach are CAPP™, MILTURN™ and MULTIPLAN™,

Generative process planning systems compose a new plan for each part. A generative process plan is synthesized
based on information about the part, the machines, tooling fixturing, and certain process planning rules. There are
no process plans pre-stored in a data base. The generative approach tends to be more flexible but also more
complex so that these systems are not fully automated but tend to rely on human interaction to provide applicable
process and material constraints. Several generative process planning systems have been developed such as
APPS™, CPPP™, XPS™, AUTOPLAN™, SURFCAM™ Adlard™, GENPLAN™ and AUTAP™,

Of the various recent process planning systems for machining we mention SIPS™, a feature-by-feature process
design system being integratea with the National Institute of Science and Technology's Automated Manufacturing
Research Facility. CUTTECH™, another feature-by-feature system, orders machining operations and chooses
tools together with cutting depths, speeds, and feeds on the basis of feature geometry and material machinability
data. XCUT™, a research system similar to SIPS™, accommodates collective process plans for parts that have a
one-sided geometry while decomposing features into separate cuts which use geometry and tolerance information
to choose tools.

The integrated process planner reviewed in the next section focuses on more comprehensive process design, i.e.,
planning at a higher level of set-up organization compared to other systems which are typically limited to one set-
up or non-interacting feature-by-feature process plans.

ADAPTIVE MODELING LANGUAGE (AML)

As stated earlier, process design involves several activities that are typically done manually with little or no
automation, while CAD and other feature-based design systems enable the user to interactively design and edit part
geometry. An integrated feature-based Adaptive Modeling Language (AML™) automating the manufacturing,
inspection, and analysis of custom parts using Knowledge-Based Engineering methods has recently been
developed and implemented. Critical functionalities of AML™ include a parametric FBDE, a mixed dimensional
solid/surface modeler supporting non-manifold topology, and a geometrical reasoning kernel for multi-axis
machining and inspection and process planning automation. The system is oriented toward enabling significant
reductions in the machining cost and time to produce small quantities of structural components, i.e., automating
the breadth and diversity of components typically associated with a small (fewer than 50 employees) job shop.
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The AML™ process planner is a generative planner and is oriented toward addressing the above described needs
of a typical job shop to enable rapid prototyping and production. AML™ not only enables automated process
planning but allows the designer to change or create new parts through the evaluation of alternative process plans.
AML™ js based on a single underlying object-oriented architecture incorporating two patented techniques for
competing alternative design/material/process constraints. While an engineer is designing the part, AML™
generates the process plan interacting with the system to inquire about alternative materials, processes, and design
specifications. Complex part designs with detailed process plans and analysis models will be concurrently
developed in hours or days instead of weeks or months. The functionalities of the AML relevant to our work are

summarized in the following subsections.

Part Design and Geometry, Feature Instantiation and Interpretation

The FBDE is a parametric, free-form, constraint driven, three dimensional mixed modeling design environment
with an icon-based graphic window interface enabling the user to easily create, edit, and modify the part geometry.
The system allows the user to create a free-form feature and parametrically associate its dimensions and orientation
with other features. AMLT™ can reason about complex 3D geometry including multiple intersecting features such
as a pocket involving edge profiles blended with a number of bosses. Unlike existing systems, AML™ is not
limited to features from a library but enables the user to create and customize a feature library suitable to his/her
needs. To create a feature, such as a generic ‘wall-profiled' pocket, the user begins by creating a 2D profile feature
which defines the pocket base, and selects a feature base-point. AML™ provides a number of alternative methods
to assist in the creation of the profile and offers a number of tools to assist the user in the interactive sclection of
the points and vectors. When the designer uses a feature-based part model to describe part geometry, feature
interactions could result in a number of different interpretations or valid aggregate feature geometries. The AML™
geometric reasoning engine enables the user to create a surface attachment constraint to limit the feature instance
to only one of these interpretations or when several interpretations of the input specification exist, assists the user
in the specification of the selection

Process planning

The part model (geometry) generated by the FBDE is basically a description of the part geometry in terms of the
starting geometry (stock) and "design features” with their associated dimensions, tolerances and orientations. An
equivalent manufacturing part model is required to account for the different (manufacturing) interpretations of the
same part geometry (design). Extracting the necessary manufacturing information from the part geometric
description is required to produce the process plan. Therefore a manufacturing part model, depicting the part
before and after each setup in terms of the manufacturing features and the associated geometry, is generated. Each
design feature is mapped into one or several manufacturing features which may be later refined and reclassified ‘
depending upon the selected setup and part orientation. A manufacturing feature is represented by a number of
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machining operations satisfying the part geometric description including surface finish and tolerances. A
successful automated machining process planner, integrated with a FBDE requires the solution to several
fundamental problems related to features translation, intersection and sequencing, setup generation and
sequencing, and 'part-stock' fixturing. The automated process planner generates a machining process plan with the
following details and specifications:

the number of setups required to machine a part,

the sequence of the setups,

the features within each setup and their sequence,

the part geometry before and after each setup,

the intermediate part geometry after removing each feature within a setup,

A G S o L

the detailed machining operations for machining each feature (including cutting dimension, speeds, feeds,

horsepower, material removal rate, etc.),

=

the tooling for each operation including alternatives,
the feasible sequence for the machining operations for the different features within the same setup, and
9. the recommended part orientation, and valid surfaces for contact with the fixtures.

The first problem addressed in automating the process design is to cluster the features into a number of sequenced
setups and determine the appropriate fixtures to be used. A setup establishes the number of features which can be
machined while the part is held within the same fixture. Grouping the features to generate the minimum number
of setups while minimizing the number of operations associated with machining one setup before another requires
careful visualization and analysis as the number of permutations grow exponentially with the number of features.
Some features may belong to more than one setup, thus features are initially grouped into potential setups that will
be later refined to minimize the overall time required to machine the part.

A manufacturing feature is comprised of a set of machining operations, related to milling and holemaking
constrained by part geometry. These constraints involve conditions before and after successive machining
operation and are related to the tool access, the part geometry (open-pocket vs. closed-pocket), and machining
capabilities (coolant available), etc. Depending on the bounding surfaces, part-stock dimensions, and other
characteristics, a feature to be machined is translated into one or more manufacturing features, each representing
a number of machining operations. A number of surface and vector objects are created relative to intersections
with other features and the part-stock and associated with feature type, dimensions, tolerances and orientation.
These objects constrain the range of tool approach directions relative to non-interference access and orientation of
tooling in addition to any required safety or preparatory operations such as drilling highly toleranced corner cut-
in' surfaces. These additional manufacturing features must also be included in setup generation. The
manufacturing part model is basically an enhanced object structure representation in terms of the machining
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features. The machining operation sequence for each manufacturing feature is generated as constrained by both

feature dimensions and tolerances and material machining resources.

Process Optimization - Setups

A part typically consists of several features and grouping the features into a minimum number of setups with
appropriate fixtures is a difficult task. The following steps are taken to generate a minimum number of setups
from the part geometry: (i) Features Translation, (ii) Potential Setups Generation, (iii) Elimination of the
Redundant Setups and (iv) Setup Optimization. The setups that now remain have no common features and, as a
consequence, the process plan has been globally optimized for the minimum number of setups. Further
optimization can be achieved by sequencing features and operations and by eliminating intersection overlap among
features.

Automated Operation Sequencing

Depending on the complexity of the feature, tolerances, material, and desired finish, up to twenty machining
operations may be required to machine a feature. Features belonging to the same setup may use the same tools, but
in different order. For example, feature 1 may require the use of dls-200 (a drilling tool) before the use of dis-100
(a different drilling tool), while feature 2 may require the use of dls-100 before the use of dis-200. The goal is to
provide the machinist with a ‘near’ optimal operation sequence, taking into account tl}e following criteria:
maintaining tool dependency (for a feature), minimizing tool changes, and minimizing tool travel, thereby
guaranteeing a high quality part at the lowest possible cost. AML™ uses a Genetic Algorithm to achieve this goal.
The problem, a set of operations required to machine the setup, is read from an input file (see illustrative example
section below for an example and typical results). The goal is to perform operation sequencing across features.
The machinist is provided with a near-optimal solution. The output does not violate any of the dependency
constraints and at the same time minimizes tool changes and tool travel. A globally optimal solution cannot be

guaranteed.

Process Optimization - Fixturing and Features

The process plan requires the identification of fixturing surfaces, based upon the type of fixture, for holding the
part while allowing machine/tool access to cut the features. The inputs to this module are: (i) the starting part-
stock, (ii) the features within the setup, and (iii) the tool orientations and feed directions. Depending on the
selected fixturing method, such as a vice, certain criteria are used to identify the best fixturing surfaces. AML™
uses an algorithm to analyze the part surfaces before and after the setups. The objective of the analysis is to
determine a feasible, yet least time consuming fixturing method to reduce overall processing time and costs.

Within each fixtured setup a preliminary sequence of machining operations is generated for all intersecting
features and subsequently adapted to include sequencing of non-intersecting features for optimization of processing




within a setup. Although not immediately apparent, the number and dimensions of the manufacturing features can
be different from the associated design features. AMLT™ uses a patented technique to optimize the machining
process by evaluating dimensions and associated machining parameters for all manufacturing features as they are
recomputed based on the selected sequence for processing the design features. These machining parameters

include: thin wall conditions, thin floor conditions, and tool clearance (axial and radial).

A GENERAL METHODOLOGY FOR CLUSTERING AND SEQUENCING

1t should be clear from the above brief review of the salient capabilities of AMLT™ that clustering or grouping (e.g.
of operations into features or of features into setups) and sequencing (e.g. of setups or of operations within a feature
or setup) are two tasks which have to be done at different times and at different levels in an IKBE system. The
development of efficient, general purpose algorithms to carry out these tasks formed the focus of our research effort
for the SFRP/GSRP. The multifaceted methodology we adopted in the solution of these two problems makes, we
believe, our approach and our algorithms quite novel and general. Our methodology is detailed in this section.

First, our approach is operation- based, not feature or setup based. Indeed, once geometric features to be machined
have been translated into manufacturing features, each comprised of a set of machining operations related to
milling and holemaking and constrained by part geometry, a part to be machined can be reduced to a list of
machining operations. These are the basic (i.e. lowest level) machining elements which need to be clustered and
sequenced both into setups and within setups. This operation-based approach allows for the clustering of
operations accross features so that operations associated with the same feature could conceivably be done in
different setups.

Second, the two tasks of clustering and sequencing in our approach are not treated separately. They are carried out
simultaneously. This stems from the realization that clustering and sequencing are essentially the same problem.
To see this more clearly we need to distinguish between two kinds of clustering: (1) hard or rule-based and (2) soft
or metric-based. Hard clustering is based on a set of (universally) accepted rules (e.g. all operations requiring the
same tool are grouped together) and can be implemented with simple logic (if-then, while loops, etc.). Soft
clustering, on the other hand, is based on a metric or function which assigns a value to regrouping operations. In
the first instance (hard clustering) the clustering is treated as constraints in the sequencing task, i.e. only sequences
which do not violate the rule-based clustering are feasible. In the second instance (soft clustering), the clustering
metric can be combined with the sequencing metric and the now combined clustering and sequencing problems are
solved as one. In this case, the cluster metric is essentially a penalty (or reward) function added to the sequencing
cost function. Note that this approach also allows for the simultaneous handling of hard and soft clustering with
sequencing by having both clustering constraints (for hard clustering) and clustering penalty/reward (for soft
clustering).
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A third, unique aspect of our approach is the way in which we handle constraints. These constraints are primarily,
but not restricted to, precedence constraints reflecting the order in which operations have to be machined. Here
again we can distinguish between hard and soft constraints. Hard constraints, based on a set of (universally)
accepted rules (for example: to machine a pocket in a hard material, a machinist has to center drill, drill, rough
mill and finish mill) are handled as constraints in the sequencing problem through the introduction of a
dependency matrix (see next section). Thus, only sequences which do not violate the rule-based hard constraints
are feasible. Soft constraints which express preferences rather than rules can be handled via a penalty/reward
approach. Here again the approach allows for the simultaneous handling of hard and soft constraints and
sequencing. Note also that clustering is in effect a particular type of constraint. Note further that our treatment of
hard clustering and hard constraints makes our approach resource-based. Indeed, many hard clustering rules and
hard constraints are the reflection of the resources available to machine the part.

Finally, in order to ensure high quality rapid solutions, the optimization engine selected for our approach is the
Annealing Genetic Algorithm as described in [14] and reviewed in the next section.

GENERAL PURPOSE ALGORITHMS FOR CLUSTERING AND SEQUENCING

The approach described in the previous section was implemented in a general purpose algorithm carrying out
clustering and sequencing under constraints. Although the algorithm was only tested for operation clustering and
sequencing within one setup, we believe it will work equally well for setup generation (clustering of operations into
setups) and sequencing once appropriate sets of rules and fitness functions for that problem have been generated.
Details of this implementation are now provided.

Annealing-Genetic Algorithm

A hybrid simulated annealing/genetic algorithm called the Annealing-Genetic (AG) algorithm is used as the
optimization engine to solve the NP-hard clustering and sequencing problems. The AG algorithm was developed
by Lin, Kao, and Hsu [14] to meet the following efficiency goals: (1) the algorithm should converge on a solution
which is less than 3% away from the global optimum and (2) the computation time should be bounded by a
polynomial function of the problem size. The authors show that the time complexity of the algorithm is
empirically O(n?) for the multiconstraint zero-one knapsack, set partitioning, and traveling salesman problems.
The AG algorithm is presented in Table 1 and discussed below.

The AG algorithm, as seen in the block diagram of Figure 1, may be viewed as a genetic algorithm with a
Boltzman-type selection operator. An initial quasi population is randomly generated. The genetic operators are
then applied to the initial quasi population producing the initial population. Afier computing the fitness and cost
of each member in the initial population, the simulated annealing stage of the algorithm is performed.
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Table 1. The Annealing-Genetic Algorithm.

Initialize the parameters, i.e., population_size, To, and o (0 < < 1),
Randomly generate population Py’;
Apply genetic operators to Py’ to create Py,

Calculate the average_cost of Py;

solution_vector := current_point := the lowest cost point in Py;
k:=0;

while system is not frozen do

no_of_point :=0;

10. while no_of point <= population_size do

11. Generate next_point from current_point by the move generation strategy,
12. AC = cost of next_point - cost of current_point;

13. Pr ;= min{1,exp(-AC/TY)];

14. if Pr > random[0,1) then put next_point into P’}

15. current_point := next_point;

16. no_of_point := no_of_point + 1;

17. else pick another point from P, as current_point;

18. endwhile

19. Apply the genetic operators to P’y to create Py

20. Calculate the fitness and the cost for each point in Py}

21, Calculate the average_cost of Pyyy;

22. if the lowest cost point in Py, < solution_vector then update solution_vector;
23. if it is the initial stage then determine the initial temperature Ty;

24, T, := (the highest cost - the lowest cost) / (population_size/2);
25. else T =Tixa,

26. current_point := the lowest cost point in Pyy;;

27. k=k+1;

28. if frozen condition is signaled then set system is frozen;

29. endwhile

30. Print out the solution-vector as the final solution;

A S R ol ol

Calculate the fitness and the cost for each point in P, (a point is a member of the population);

Starting with the best fit member in the initial
population, a new member is generated by the move

Y

generation strategy. This new member is either placed [ {population ofthe curert g X
in a new quasi population or discarded according to . I ——

simulated create markov chains via the
some probability,. If kept, the move generation strategy amealing|  generation mechanism of annealing
is applied to it to obtain another new member. If the " stage | |
new member is discarded, another member is selected — quasi-population
from the initial population based on its fitness. This ercic I :
procedure is repeated until the quasi population is operation, by 2ppi¥ing g i
filled. The annealing temperature is then decremented stage I

population of next generation

and the genetic operators are applied to the quasi I
population producing the next generation. The process
continues until one of several stopping criteria is met. Figure 1. Block Diagram of AG Algorithm
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Stopping Criteria/Frozen Condition

There are three separate stopping criterion which signal the frozen condition and stop the algorithm. These are as
follows: (1) the maximum number of evolutions has been reached, (2) 80% of the population in a given
generation has the same cost as the solution vector, and (3) the temperature in the simulated annealing stage has
reached a minimum value. Each of these stopping criteria may be adjusted to yield the desired performance of the
AG algorithm. The predetermined values for each of the stopping criterion may also be altered to produce the
desired quality of the solution vector.

Genetic Operation Stage

The genetic operators implemented in the AG algorithm modify the members in the quasi population to create a
new population. These operators also help to ensure that the average cost of the new population is less than that of
the old one (provided the goal is minimization of a cost function). Although other operators such as edge
recombination [15] and a newly developed ‘forward’ edge recombination were implemented, there were no
noticeable improvements over the original crossover, inversion, and mutation operators. These three genetic

operators are performed in the following steps.

Step 1. Two parents are selected from the quasi population based on their fitness. The crossover operator is
applied to these parents producing two offspring. If the offspring have costs less than the average cost of
the old generation, they are placed in the new generation. Otherwise, the parents continue the following
steps.

Step 2. The inversion operator is applied to the two parents reordering their own sequence to produce two
offspring. If the offspring have costs less than the average cost of the old generation, they are placed in
the new generation. Otherwise, the parents continue to the next step.

Step 3. The mutation operator is applied to the parents based on a predetermined probability. Finally, the parents
are copied to the new generation.

Step 4. Steps 1-3 are repeated until the new generation is filled.

Crossover Operator

Because the solution representation of the problem is not a simple binary string, a special crossover operator is
needed to ensure that the bits in a genetic code are not repeated. In the operations sequencing problem, the
machinist does not want to perform the same operation twice. In the traveling salesman problem, the salesperson
does not want to visit the same city more than once. The crossover algorithm given in [14] is reproduced below as

well as an example of its implementation. The example is a solution tour of a 10-city traveling salesman problem.

Step 1. Select two parents, Parentl [1:n] and Parent2 [1:n], from the population based on their fitness values.
Initially, Childl [1:n] ;= Child2 [1:n] :=0.

Step 2. Randomly draw two indices pl and p2 to serve as the crossover points. Then, Childl [pl:p2] := Parentl
fpl:p2] and Child2 [p1:p2] := Parent2 [p1:p2]. ‘
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Step 3. Initialize two matching vectors and then set their corresponding indices. That is, Matingl [l:n] :
Mating2 [1:n] := 0. Let Mating] [Parentl [p1:p2]] := Parent2 {pl:p2] and Mating2 [Parent2 [p1:p2] ] :

Parentl [pl:p2].
Step 4. For each Childl [i] =0, 1<=1i <= n, perform the following steps:
k = Parent?2 [i];
while (Matingl [k] !=0)
k ;= Mating1 [k];
Childl [i} :==k;
endwhile

Step 5. For each Child2 [i] =0, 1<=i <= n, perform the following steps:
k :=Parentl1 [i];
while (Mating2 {k] !=0)

k :=Mating?2 [k];
Child2 [i] =k;
endwhile

Figure 2 below shows an example of the crossover operation.

Step1 Parentl =[94131068572] Parent2 ={82106743159]
Childl =[0000000000} Child2 ={0000000000]
Step2 pl=3,p2=8
Parentl =({94|1310685|72] Parent2 =[82]1067431|59]
Childl =[##]1310685|72] Child2 =[##|1067431|##

Step3 Matingl =[10060140307] Mating2=[5086031000 1]

Step4 Childl =[42]1310685|79) Child2 =[98]1067431|52]

Figure 2. An example of a 10-city traveling salesman tour crossover operation.

Inversion Operator/Move Generation Strategy

The inversion operator and the move generation strategy are identical in the AG algorithm. The inversion operator
used in the AG algorithm is a swapping move strategy called the random 2-exchange. Two points in the parent
solution vector are randomly selected and the order of the elements between them is inverted. For example,

Parent =[12345678910] pl=4,p2=9 (chosen randomly)

Child =[123|987654]10].
Instead of implementing the random 2-exchange inversion illustrated above for the move generation strategy in the
simulated annealing stage of the AG algorithm, other operators such as crossover, edge recombination, and
‘forward’ edge recombination were attempted. We believed that a ‘forward’ edge recombination operator (in
which forward edges have a higher probability of being selected) would help preserve the satisfaction of precedence
constraints. Unfortunately, this operator was not destructive enough to prevent premature convergence of the
algorithm. Since no great gdvantag&s were observed, the original inversion operator of [14] (the random 2-
exchange shown above) was retained for this problem.
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Mutation Operator

The mutation operator is only applied according to some very small predetermined probability, usually set close to
one percent. When mutation is invoked, two points in a parent solution vector are selected at random and
exchanged. The result is a mutated child. For example,

Parent =[12345678910] pl=2,p2=8 (chosen randomly)
Child =[18345672910].

Dependency Constraints

Depending on the material and the feature type (shape), certain operations have to be performed in order. For
example, to machine a pocket in a hard material, a machinist has to center drill, drill, rough mill, and finish mill.
These operations have to be performed in this order. If a machinist tries to plunge with the mill before drilling, the
mill might slip and break. The dependency list provided in the data file captures the order in which the operations
have to be performed for a single feature.

However, the dependency list is not limited to single feature considerations. Common sense machining may
require that certain features be machined before others to ensure the machinist’s safety (hard constraints). Also,
individual machinists may have their own machining preferences (soft constraints). All of these precedence
constraints (i.e. which operations should be performed before others) may be captured by both user
interaction/input and intelligent hard-coded rules governing common sense machining and safety considerations.
In our algorithm the hard constraint are represented by a (precedence) constraint matrix in which a value of 1 in
position [i,j} denotes that operation i must precede operations j.

Repairing Infeasible Solutions

The genetic operators and the move generation strategy do not guarantee that the precedence constraints are
satisfied. Thus, infeasible solutions may infect the population. A common approach to avoid violating precedence
constraints is to penalize invalid tours with a low fitness value. This is a valid approach but it often requires
careful selection of penalizing constants, which can itself be a difficult task. Even with appropriate penalization,
the penalty function approach does not guarantee that the final solution will be feasible. The ideal solution to
maintaining precedence constraints is to have genetic operators which do not violate them. Until such operators
are developed, infeasible solutions in the population must be repaired. In order to preserve the robustness of the
genetic algorithm, the repair mechanism must both maintain some of the feasible structure of the infeasible
solution and be stochastic in nature. Given such a repair mechanism, the AG algorithm can search only the
feasible realm of solutions producing high quality solutions fast. The following discussion explains an inventive
repair mechanism which appears to work well for the operations sequencing problem.
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Precedence constraints can be handled nicely within the framework of a precedence matrix. Consider the list of
operations and dependencies found in Tables 2 and 3. The corresponding precedence matrix in which a value of 1
in position [i,j] denotes a dependency on the order of operations i and j. The precedence matrix may be read as
operation in row i should come before operation in column j. For example, operation 3 is performed before
operation 4. The precedence matrix may also be read as an antecedent matrix in which operation in column j
should come after operation in row i. An example is operation 6 should be performed after operation § is
performed.

By transforming a simple string of operations into its corresponding precedence matrix, dependency violations can
easily be recognized and repaired. Consider the solution sequence of operations {3,1,5,0,4,2,6}. The precedence
matrix for this sequence is shown in Table 4. Dependency constraint violations are easily recognized by
comparing the precedence constraint matrix to the precedence matrix of the solution vector, If position [i,j] of the
constraint matrix contains a 1, position [i,j] of the solution vector’s precedence matrix must also contain a 1.
Examining row 4 of the constraint matrix in Table 3 reveals that operation 4 is not required to precede any other
operation. However, column 4 requires operation 4 to follow operation 3. To determine if this constraint is
satisfied by the proposed solution vector above, the precedence matrix of the solution vector must have a 1 in
position [3,4]. As seen, there is a 1 located in position [3,4]. Thus, this particular dependency constraint is
satisfied. If there had been a 0 in position [3,4] of the precedence matrix, the constraint would have been violated
and the solution vector would need to be repaired in order to be feasible.
The repair process may be understood through a simple demonstration. Inspecting the possible solution vector of
above,

3 1 5 0 4 2 6
several precedence constraint violations are revealed. The constraint matrix requires that operation O come before
operation 1. This is denoted by a closing bracket.

3 1 5 0 4 2 6
Violation repair is accomplished by simply placing operation 0 randomly before operation 1.

0 3 1 5 4 2 6
The constraint matrix requires operation 1 to precede operation 3 and to follow operatin 0.

of 13 1 5 4 2 6
The violation is eliminated by randomly placing operation 1 within the brackets. In this case there is only one
choice.

of 1 B 5 4 2 6
Continuing, the constraint matrix reveals that operation 2 must be executed before operation 3.

0 1 B 5 4 2 6
Again, the violation is eliminated by randomly placing operation 2 before the closing bracket.

0 2 1 3 5 4 6
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Next, operation 3 is required by the constraint matrix to precede operation 4 and to follow operations 1,2 and 6.
Since operation 6 is furthest to the right, the opening bracket may be placed there without violating the antecedent
constraints on operation 3.
0 2 1 3 5 4] [6

When this situation occurs, the brackets must be repositioned without violating any additional constraints to form a
closed set. In this example, the constraint matrix dictates that operation 6 must be performed after operation 5.
Therefore, it is exceptable to rewrite the solution vector placing operation 6 appropriately after operation 5 such
that the brackets are closed.

0 2 1 3 5 6[ 14
Operation 3 may now be placed safely within the closed brackets.
0 2 1 5 6{ 3 14

The above sequence of operations now represents a feasible solution vector.

Table 2.

de(p?gxfzgg?es. Table 3. Dependency constraint matrix. Table 4. Solution vector precedence matrix.

Op-ID { Dep-L ijy[o|J1f2]3]|]415]6 ij]o |1 ]2 |34 }5]6
0 none ojoj1jojojojo]o 0olojloj1{0o (1|0 {1
1 1 1jojojo]1]ojo]oO 1 (10 (110 (}1 {1 |1
2 none 2|]0j0j0|1]0]O0}O 2 10]0 00 O j0 |1
3 1,2,6 3{]o0jofojoj1{O0}O 3 {1 {1110 ]1 |1 |1
4 3 4j10j0l0jo}jo]jO]oO 4 10 O J11]0 (0 |01
5 none 5/]0j0|]0]0}jJ0]O0}]1 5110 1|0 ¢}1]0]1
6 3 6j0ojofoj1j10(0}]O 6 [0 |O O O O |O O

Cluster-Preserving Repair

Constraint violations may involve operations belonging to the same cluster (intra-cluster violation) or operations
belonging to to different clusters (inter-cluster violation). In carrying out the repair algorithm of the previous
subsection it is imperative not to destroy the clustering. To this end, in case of an intra-cluster violation, the repair
algorithm is carried out on the subset of operations constituting the cluster (intra-cluster repair), while in case of an
inter-cluster violation, the repair algorithm is carried out on a string representing the sequence of clusters (inter-
cluster repair). Clever methods for tagging operations by cluster id, for collapsing an operation string into a cluster
string and for expanding back a cluster string into an operation string greatly facilitate the implementation of this
cluster-preserving repair algorithm. In addition, in order to carry out inter-cluster repair, one needs to build the
constraint matrix corresponding to cluster strings. This is done by collapsing rows and clumns of the operation
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constraint matrix corresponding to operations belonging to the same cluster (identified by the cluster id tag).

ILLUSTRATIVE EXAMPLE

The data file (reproduced in Table 5 below) is part of a process plan for a real part (anchor plate for the F-16). It
contains the following information for each operation in the setup: Feature name (id), Operation number,
Operation Name, Tool id, Coordinates of the clearing starting point, Coordinates of the clearing ending point, and
Dependency list. For each operation in the setup the data file contains the following information: Feature name
(id), Operation number, Operation Name, Tool id, Coordinates of the clearing starting point, Coordinates of the

. clearing ending point, and Dependency list. An Operation-Id has been added for easy referencing.
Table 5. Sample input data file.

@ W 2N ;L WN =D

NN N s ek ek e b bk ki b b b
EBNMOOUQQM&MNHO

OPId Fta OP#

PROFILE-! 1t
PROFILE-1 12
PROFILE-113
PROFILE-1 14
PROFILE-1 15
PROFILE-1 16
PROFILE-1 17
PROFILE-1 18
PROFILE-1 19
PROFILE-1 110
PROFILE-1 111
PROFILE-1 112
PROFILE-1 113
PROFILE-1 114
PROFILE-1 115
PROFILE-2 21
PROFILE-2 22
PROFILE-2 23
PROFILE-2 24
PROFILE-3 31
PROFILE-3 32
PROFILE-3 33
PROFILE-3 34
HOLE-1 41
HOLE-2 31

OP-TYPE
CENTER-DRILL-NON
CENTER-DRILL-NON
CENTER-DRILL-NON
CENTER-DRILL-NON
CENTER-DRILL-NON
CENTER-DRILL-NON
DRILL-NON
DRILL-NON
DRILL-NON
DRILL-NON
DRILL-NON
DRILL-NON
DRILL-IN
R-E-MILL-NON-F&W
FIN-END-MILL-WALL
CENTER-DRILL-NON
DRILL-NON
R-END-MILL-F&W
F-END-MILL-WALL
CENTER-DRILL-NON
DRILL-NON
R-END-MILL-F&W
F-END-MILL-WALL
DRILL-IN

DRILL-IN

TOOL-Md
DLS-007
DLS-007
DLS-007
DLS-007
DLS-007
DLS-007
DLS-123
DLS-123
DLS-123
DLS-123
DLS-123
DLS-123
DLB-005
MLS-0996
MLS-0198
DLS-009
DLS-152
MLS-0996
MLS-0198
DLS-009
DLS-152
MLS-0996
MLS-0198
DLB-00S
DLB-00S

C-S-Pt C-EPt

(-1.76 0.00 1.35) (-1.76 0.00 135)
(0.92 1.50 1.35) (-0.92 1.50 1.35)
(0.92 1.50 1.35) (092 1.50 1.35)
(1.76 0.00 1.35) (1.76 0.00 1.35)
(0.92-1.50 1.35) (0.92-1.50 1.35)
(0.92-1.50 1.35) (-0.92-1.50 1.35)
(-1.76 0.00 1.35) (-1.76 0.00 1.39)
(0.92 1.50 1.35) (0.92 1.50 1.35)
(0.92 1.50 1.35) (0.92 1.50 1.35)
(1.76 0.00 1.35) (1.76 0.00 1.35)
(0.92-1.50 1.35) (0.92-1.50 1.35)
(-0.92-1.50 1.35) (-0.92-1.50 1.35)
(-0.35 0.00 1.35) (-1.67 0.00 1.35)
(0.35 0.00 1.35) (-1.67 0.00 1.35)
(-1.67 0.00 1.35) (-1.67 0.00 1.35)
(3.10 0.49- 1.35) (2.95 0.46 1.35)
(3.10 0.49 135) (2.95 0.46 1.35)
(3.10 0.49 1.35) (295 0.46 1.35)
(2.95 0.46 1.35) (2.95 0.46 1.35)
(:3.10-0.49 1.35) (-2.95-0.46 1.35)
(-3.10-0.49 135) (-2.95-0.46 1.35)
(:3.10 049 135) (-2.95-0.46 1.35)
(-2.95 -0.46 135) (-2.95-0.46 139)
(4.80 0.00 1.35) (4.80 0.00 1.35)
(-4.80 0.00 1.35) (4.80 0.00 1.35)

DepL..
)
0)
©)
0)
©)
©)
an
(12)
(13)
(14)
)]
(16)
)
(113112111 11019 1817)
(114)
)
@1
(22)
(23)
)
31
(32)
(33)
©)
©)

The coordinates are needed to calculate the distance the tool has to travel,. If a tool change is needed, then the
machine has to go back to the tool starting point and perform a tool change. From there, it must go to the clear
starting point of the next operation. If a tool change is not needed, then the tool has to travel from the end clear

point of an operation to the start clear point of the next operation. Depending on the material and the feature type
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(shape), certain operations have to be performed in order. For example, to machine a pocket in a hard material, a
machinist has to center drill, drill, rough mill and finish mill. These operations have to be performed in this order.
If a machinist tries to plunge with the mill before drilling, the mill might slip and break. The dependency list
captures the order in which operations have to be machined.

If this process plan was used as is, then twelve tool changes would be required. But by running this process plan
through the algorithm currently implemented in AML™, a process plan that requires less tool changes is
produced. This process plan will help greatly in reducing the time it takes to machine the part, and thus reducing
the cost of machining it. The following are the two best sequences (listed by Operation Id’s although the actual
format of the output is Feature name, Tool-id, and Operation number) found by the Genetic Algorithm employing a
penalty function approach:

(19,15,1,2,0,5,3,4,20,16,7,8, 11, 9, 10, 6, 12, 24, 23,21, 17, 13, 18, 14, 22), tool_travel=112.797974, tool_changes=6
(0,5,4,1,15,19,2,3,20,16,7,8, 11,9, 10, 6, 12, 24, 23,21, 17, 13, 18, 22, 14), tool_travel=114.963272, tool_changes=7

Note that the second of these does not have the minimum number (6) of tool changes which is guaranteed by our
simultaneous clustering/sequencing approach.,

In contrast, the best solution (which we believe to be the globally optimal solution) found by our algorithm is:
(12,24,23,15,19,20,16,5,0,1,2,3,4,8,9,10, 11, 6,7, 17, 13,21, 22, 14, 18), tool_travel=100.939133, tool_changes=6
The solution most commonly found by our algorithm is:

(19,15,23,12,24,1,0,5,4,3,2,16,20,8,9,10, 11,6, 7, 17, 13, 21, 22, 14, 18), tool_travel=101.247757, tool_changes=6

which is only 0.31% away from the believed global optimum). Our approach not only guarantees the minimum

"number of clusters, but it optimally sequences the clusters both externally and internally producing an operations
sequence which minimizes tool travel. The previous GA/penalty approach appears to get trapped in a feasible
solution and is not able to optimize further. As shown above, our approach is able to reduce the tool travel an
additional 13.9%.

CONCLUSIONS

A review of the issues related to the integration of product design with material and process planning has been
presented in the intoduction to this report. The research issues have been discussed and a demonstrated solution
presented. Previous systems have been designed to take input either from a GT code or from a descriptive file
created by a user. In some instances, these previous systems have involved a descriptive language implemented via
shape features (holes, pockets, etc.) to interpret the part geometry and convert it into a special format to generate
prescribed process planning information.
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We have seen a technological leap in the development of CAD systems, leading to a growing gap between design

and process planning automation. AML™ is intended to close that gap and provide a process design capability
which is completely automated. The process planner generates process specifications based on the part geometry,
material, and process constraints. As exemplified by machining, the plan specifications are then passed to the tool
path planner that generates and simulates the cutting path. The NC part program is automatically generated
accounting for tool geometry, tool changes, machining data, and obstacle avoidance (fixtures). No user
interactions are needed, all parameters are automatically extracted or computed. AML™ is capable of validating
the recommended vise fixturing surfaces.

The methodology used fo developping our general purpose clustering/sequencing algorithm is novel in that (1) it is
operation based, (2) it combines the two tasks of clustering and sequencing into a single one, (3) it ensures that
hard constraints are satisfied directly (not through a penalty/reward approach which, as illustrated in the example
may lead to solutions of a lesser quality), (4) it allows for competing soft clustering and/or soft constraints (often
resulting from user ‘what-if® scenarios) between themselves or with other objectives, and (5) it is general enough to
be applied at every level in the. product design and process.

The implementation makes use of clever mechanisms to handle constraints, repair, etc. The illustrative example
suggest its superiority over existing algorithms in solving the NP-hard clustering/sequencing problem.

The algorithm can easily be integrated into a KBDE system such as AML™, Future work will concentrate on

complementing the algorithm with heuristic , experience based rules. This will allow the system to present the
user with suggestions regarding alternative materials and processes and ultimately, .

2-19




10.

11.

12.

13.
14.

15.

REFERENCES
T. C. Chang, "Expert System Planning for Manufacturing,” Addison-Wesley, NY., 1990.

Chen, C.L.P., LeClair, SR, An Integration of Design and Manufacturing: Solving Setup Generation and
Feature Sequencing Using Unsupervised Learning Approach, J. of Computer Aided Design, 26, No. 1, pp.
59-75, Butterworth-Heinemann Ltd London, UK, 1993,

S. R. LeClair, H. N. Kamhawi, and C. L. P. Chen, "Feature Sequencing in the Rapid Design System Using a
Genetic Algorithm, " North America Manufacturing Research Conf., NAMRC, XXII, pp. 95-100, May,
1994,

M. Kanumury and T. C. Chang, "Process planning in an automated manufacturing environment®, J. of
Manufacturing Systems, 10, No. 1, pp. 67-78, 1992.

Caroline Hayes and Paul Wright, "Automating process planning: using feature interactions to guide search”, J.
of Manufacturing Systems, 8, No. 1, pp. 1-15, 1990.

K. F. Zhang, A. J. Wright and B. J. Davies, "A feature-recognition knowledge base for process planning of
rotational mechanical components®, The Intl J. of Advanced Manufacturing Technology, 4, pp. 13-25,
1989.

P. Prabhu and H. P. Wang, "Algorithms for Computer-Aided Generative Process Planning," ibid., 6, No. 1,
1991.

Jonathan F. Bard and Thomas A. Feo, "The cutting path and tool selection problem in computer aided process
planning®, J. of Mamufacturing Systems, 8, No. 1, pp. 17-26.

Y. H. Pao, F. L. Merat, & G. M. Radack, "Memory-Driven, Feature-Based Design," WL-TR-93-4021 ,
Materials Directorate, Wright-Patterson AFB, OH, January 1993, Case Western Reserve University, Air Force
Contract Number F33615-87-C-5250, Distributed January 1993,

Y. H. Pao, K. Komeyli, D. Shei, S. R. LeClair, & A Winn, "The Episodal Associative Memory: Managing
Manufacturing Information on the Basis of Simularity and Associativity,” J. of Intelligent Manufacturing, 4,
No. 1, pp23-32, February 1993,

T. E. Westhoven, C. L. P. Chen, S. R. LeClair, & Pao, Y.H., Episodal Associative Memory Approach for
Sequencing Interactive Features in Process Planning, Artificial Intelligence for Engineering Design,
Analysis and Manufacturing, 6, No. 4, pp 177-197, December, 1992.

Pao, Y., Komeyli, K, Goraya, T. & LeClair, SR, A Computer-Based Adaptive Associative Memory in
Support of the Design and Planning, Intl J. of Applied Artificial Intelligence, Hemisphere Publishing
Company, Corp., New York, NY.

Parametric Technology, Inc., "Pro-Manufacturing®, User's Manual, Waltham, MA, 1993.

F.T. Lin, C-Y Kao amd C-C Hsu,”Applying the Genetic Approach to Simulated Annealing in Solving Some
NP-Hard Problems,” XEEE Trans. on Sys., Man, and Cyb., 23.,No. 6, pp.1752-1767, Nov/Dec 1993.

Michalewicz, Z., “Genetic Algorithms + Data Structures = Evolution Programs,” Springer-Verlag, Berlin
Heidelberg, 1992.

2-20




Virtual Dislocations

Victor L. Berdichevsky
Professor
Mechanical Engineering Department

Wayne State University
Detroit, MI

Final Report for:
Summer Research Program
Wright Laboratory

Sponsored by:
Air Force Office of Scientific Research
Bolling Air Force Base, Washington DC

and

Wright Laboratory

September 1995

3-1




Virtual Dislocations

Victor Berdichevsky
Professor
Wayne State University

Abstract

Some phenomena is solid mechanics, like brittle-ductile transition can be
explained by spontaneous generation of dislocations when temperature exceeds
some critical value. To develop theory of such phenomena, one has to know energy
of dislocations in inhomogeneous stress field. This expression is derived and
discussed in this paper from various perspectives. This paper is the first one in the

series of papers on spontaneous nucleation of dislocations caused by change of

temperature and/or external stresses.

3-2




Virtual Dislocations
Victor Berdichevsky
1. Introduction

A motivation for this work came from the recent idea by Khantha, Pope and
Vitek [1-3] that brittle-ductile transition is a Kosterlitz-Thouless type phase
transition [4]. Kosterlitz and Thouless proposed that “sleeping” dislocational dipoles
are always presented in a crystalline body: dipoles are permanently born due to
thermal fluctuations and disappeared because dipole energy is high. However, if
temperature exceeds some critical value, dislocations forming the dipoles move
away due to dipole instability and become “independent” dislocafions. Kosterlitz
and Thouless assumed that this is the basic mechanism of crystal melting. They
found from this .assumption the melting temperature. Khantha, Pope and Vitek
suggested that the same mecahnism is the leading one in brittle-ductile transition
when brittle materials become ductile if temperature exceeds some critical value T
one needs only to incorporate the external stresses acting on dipoles in the vicinity
of crack tip in order to find T. Putting aside the discussion of feasibility of such
approach (it will be given elsewhere) I focus herein on a derivation of energy
expression of a system of dislocations, a starting point in any theoretical estimations
of T. The necessity to address this issue can be seen from the fact that in the
literature on theory of dislocations it is considered usually a dislocation in constant
stress field, while for a dipole a change of the external stress field on the distances of
order of the dipole size can be important (This is one of the reasons why the

calculation of critical temperature given in [1] is, I think, not correct).
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Another motivation for this work came from the recent advancements in
development of statistical mechanics of vortex gas [5]. It will be shown in Section 5,
that energy of point vortex gas is similar to energy of system of dislocations.
Therefore, the method of complex probabilities developed in [5] can be applied to
prediction of brittle-ductile transition. The present work is the first one in the series
of papers on brittle-ductile transition and concerns only with calculation of energy.
Three different approaches to calculation of dislocation energy will be considered.
The first one is based on Ericksen’s idea [6] on the form of energy of a crystalline
body. It is “the most fundamental” in the sense that dislocations are treated as
localized solutions of a field theory. The second one inroduces plastic deformations
associated with dislocations in an explicite way. It allows one to desingularize the
usual approach and “spell out” all singularities. The third way of calculation of
energy is the standard one (see, for example, [8]). It is derived from the second
approach. The general consideration is followed by derivation of dislocation energy

in the case of antiplane deformation.

‘ 2. Dislocations as Localized Solutions of a Field Theory.

It is natural to treat dislocations within a continuum theory because stresses
and strains caused by dislocations are changed slow except the very vicinity of
dislocation cores. The “most fundamental” level-of continuum discription would
be a continuum in which the lattice spacing h is considered as a finite distance.

A key to constructing a model of such continua was proposed by Ericksen [6]

and discussed in more details by M. Pitteri [8] and G. Parry [9] (see also the
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monograph by M. Pitteri and G. Zanzotto [10]). Ericksen made the following
observation. Let g, (i=1, 2, 3) be the basic vectors of a crystal lattice. Then the

transformation

(2.1)

gives another set of basic vectors ¢;' if m; are some digits and det”mij ”=l

(summation over repeated indices is implied).
Denote by U energy density of the crystal. If the crystal is deformed

homogeneously U is a function of the basic vectors ¢; in the deformed state:
U=U(e) (2.2)
Ericksen’s theorem means that energy density should be invariant under
action of the group (2.1). Let &% (a=1, 2, 3) are Lagrangian coordinates in an
unstressed perfect lattice, and x' are cooldinates of an observer’s frame. The motion

of continuum particles are given by functions x‘(é"). If deformation is

i

homogeneous, 3 5 — are the components of the basic vectors in the deformed state.
Therefore,
axi
U=U 2.2
[aéa) 2

The energy of the whole crystal is

axi 3
E=£U(a§a)d & (2.3)
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We accept that the expression (2.3) is valid for inhomogeneous deformations as
well.

Function (2.2) is invariant under transformations (2.1). This makes energy
functional highly nonconvex. Therefore one might expect a lot of equilibrium
states with localized solutions (see the review [11]).

Invariance (2.1) allows one to introduce plastic deformation at each point in a

i

dE*

one has to find a closest

very natural way: for a given total deformation xi =

minimum of energy density U (x;) The value of deformation at the minimum

point is, by definition, plastic deformation.
Unfortunately, it turned out to be difficult to present U in an explicite form [8-

10] in general case. Herein, we do it for antiplane deformations. In this case the
function x3(§a) has the form
. x3 =§3 +w(§a)
x* =& (2.4)

Greek indices run values 1, 2.

The lattice transformations corresponding to (2.4) leaves the vector e,

_invariant

e 3' =€ 3 (2.5)
while vectors ¢, get transformed:

e, =e,tnye; (2.6)
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where n, are digits.
Energy dénsity U depends on xi through the metric Atensor
8ab = X%, 27)
due to invariance of energy with respect to rotations of the crystal as a rigid body.
Let for simplicity,the lattice is cubic. Therefore in the undeformed state
8ap = 50{[}’ 8 =1, gBa =0.
Deformation (2.5), (2.6) corresponds to the following transformation of the

components of metric tensor

g'aﬂ=_€a"€l3'=(€“ +nag3).(€ﬂ +nB€3)=6aﬁ +nanp

g as=eq €5 =(eq tnues)-ep=n,
gx=1 (2.8)
Energy density should be invariant with respect to transformations (2.8). Without

loss of generality, energy density can be written as a function of the arguments
80p —8438ps» 8oz and  g33. Since 8,5 —£,38p3, 843  are invariant with respect
to the transformations (2.8), we conclude that U is a periodic function of g;; and gy,

with the period 1 which depends arbitrarily on g,5 — 8,385; and gs;.

U(gap ‘8a3gﬁ3’gs3,813,823) = U(gaﬁ —8038p3:833:813 T 11,823 +n2)

Here n, and n, are any digits. Note that tensor g,; —g,,85, does not depend on w(é“)

for antiplane deformations (2.4):

_ _HE X N XA o ww dwdw_
gap gaagp3 - a&a aéa aéa 363 aéﬁ 353 aff aéa agﬂ aéa a&p of*®
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Therefore, energy density is a periodic function of iw_’ and gw_z Dropping all other

o&' o0&
arguments one can write
U=U(w,,w,)
U(w,1 +n,w, + n2) = U(w,l,w,z)
where n,,n, are arbitrary digits.

The simplest form of U is

U= -—‘L—l)—;(— COS 2w, —COs 27w, + 2) (2.9)

(2x

The corresponding stresses are

o, =§‘%sin 2w, , ©, =-éu;sin 27w, ' (2.10)
and the equilibrium equation is
W,), €08 2TW, +W,,, cos 27w, =0 (2.11)

The search of exact localized solutions of equation (2.11) which correspond to screw

dislocations is in progress now.

3. The Case of Prescribed Plastic Deformations.

The approach outlined in the previous section can be certainly useful in
numerical simulations of crystal lattices because the ad hoc numerical schemes used
often do not have a clear theoretical background. On the other hand a direct
derivation of properties of dislocations from this approach is not simple due to high
nonlinearity. A significant simplification can be made, however, by means of the

following observation. Let x(£) be some equilibrium distortion. One can calculate
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i

(p) :
the plastic distortion x. using the definition given in the previous section. Then

i

elastic distortion x; is determined, by definition, by the equality

. (e (p)
xi=xjxa (3.1)

Note that the total distortion x! is always compatible, i.e.

o, _ %,

agb - ‘(97:7 (32)

(e)f (r)/
while x; and x. are not, in general. Elastic distortion should deviate small from

the unit matrix. Therefore, for given plastic distortion, elastic energy may be

i

( .
considered as a quadratic function of x;-6; . This yields that energy density is a

function of the tensor

(»)
8,(,1,) = %(gab - gab)
where

® @ e
g =XaXb

As an approximation, one can use for the total deformation a linear expression

ab 2 aéb aéa — "(a,b)
~ Then energy functional takes the form

E={U(w,,-£%))d% (3.3)
v ,

where £?) = é—( ) 5@) are the components of the tensor of plastic deformation.
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Tensor of plastic deformation in (3.3) is supposed to be given. Then the true

displacement field is determined by minimization of energy functional with respect
to the displacement field w,(£).
Note that the field &% is always smooth because in the continuum

considered the interactomic spacing corresponds to some finite distance h. For a

dislocation loop ¥ plastic deformations &2 are given by the formula

L) = b 1,8, () ' (3.4)

smooth
where §,,,,,(R2) is a smoothed J-function with the support in the vicinity of
sliding surface Q having the boundary 7, b, andn, are the components of Burger’s
vector and the unit normal vector to Q. The size of the support in the normal
direction to Q is h. One of the advanfages of the considered approach is a
transparent calculation of the expression for the force acting on the dislocation (if
dislocations are considereed as singularities, the corresponding calculations are far
from being obvious). To obtain this expression let us find variation of energy due to
change of the position of the loop 7, i.e. the corresponding change of the field £,.
Since the field w, is the minimizer of the energy functional,

ou

OF = ~ | —8el)d’E
ES
. . aU ) ab
Derivatives 2 are the components of the stress tensor ¢*:
€ab
OF = - [ 6568’ (3.5)
v
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From (3.4), change &n of the position of the contour y in the direction of vector v*

which is normal vector to y lieing in the tangent plane, yields a variation of plastic
deformations:

8el) = ny TV 8,0 (6Q) (3.6)
Here &Q is a strip with the long side y and the short size én, e,,, and 1" are the
components of Levi-Civita tensor and the unit tangent vector to y correspondingly.
From (3.5) and (3.6), tending h to zero, we obtain

3.7

The force f; acting on unit length of dislocation one can introduce by the relation

3E = [ fv'dson | (3.8)
14

Comparing (3.7) and (3.8) we find the Peach-Kohler formula
f=—0%be, 1" | . (39)
In the derivation we did not take into account that 8¢%) should be incompressible,

ie. 8e{P'=0. Therefore, we have to correct (3.6) putting
58{(12) = [b(ae,,)mr"‘v‘ —-;—’ 63bbnemr"'v‘]5mo,h(m)
This yields the Weertman correction of Peach-Kohler’s formula

f= —(o“” - %6“bokk)baebmi7’"

4. Dual Variational Principle.
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To find the stress field for a given set of dislocations one has to solve the

variational problem
I=min [U(w,,, -eD)d’E- [ fwd* @.1)
&y ¥

Here are some given functions of £ determining the positions of dislocations and
are the compnents of the external fractions.

Following the general scheme of constructing dual variational principles [12]

we have

(4.2)

where sup is sought on the set of all stress fields obeying the constraints

dc®

F =0, 6“n,=f, adV

It is seen that dislocations (i.e. eﬁf,’)) are the sources of internal stresses.

5. Dislocations as Singularities.

The traditional way to describe dislocations is to determine them as the
sﬁrfaces of discontinuity of displacement field. The jump b, of displacemnt field is
considered as given. if the éurface of discontinuity Q is identified with the sliding
surface then b, shbuld be tangent to Q. Usually b, are considered as constants which
are equal to the atomic spacing. This leads to nonintegrable singularities at the

dislocation lines. Since these singularities do not have physical meaning and came
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from a too rough approximation, we make the model more feasible assuming that
b, are constants everywhere on Q except a small vicinity of y(=dJQ) where b,
smoothly change from the constant values inside Q to Zeros on Y.
Eliminating in (4.1) the strip of material of atomic size h on the sliding surface, one
arrives

at the variational problem

I= min [ f U(w(i,j))d% - ﬁ.w"d2§J (5.1)
(willa=b-¥ v o

The dual variational problem has the form
]_:sup[ Jo'nbd’x- | U*(c"f)de] (5.2)
ol | g i

where sup is sought on the set of all stress field obeying the constraints

do’ _
o&

0, O'u”j|av= f

The desingularization described allows one to put a clear sense in the classical
relations of theory of dislocations.
6. Screw Dislocations.

There is a close relation between vortex lines in theory of ideal fluid and
dislocations in solids. Roughly speaking, the vector potential of velocity vector in
ideal fulid corresponds to stress function in solids. This correspondence became
especially transparent in the case of antiplane deformation which is considered in

this section.
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In this case only one component of displacement vector w, =w(x, ), (& =1,2,) is
not zero. Assuming for simplicity, that elastic body is isotropic and linear, from (3.3)

we arrive at the variational problem

1= mwin[ | %[(w,l ) +(w, - 2 )2]de - ajv fwds] 6.1)

14

The dual problem has the form

I=min S“PI:J[Ga(W,a - egf;)) - El—oaca]dzx - _[ fwdsil
Ly # 7 6.2)

1 (,,)] 2 }
= sup| — (—o;,o;, +0,6. |dx
v { 2
where sup is sought out the set of all o, such that

0,,=0, o,v,=fon V. (6.3)

The general solution of (6.3) has the form

Oy=€u Wy W=yY,(s) on dV. (6.4)

Here e, are the Levi-Civita symbols, y is the stress function, and I;I(s) is found

from the relation

dy, _
b= f(s)

Plugging (6.4) in (6.2) we obtain

i 1 () |2
I= "H‘;f l [211 YaVa 1 VW pEs, ]d x
(6.5)

1 o
n [_‘[ |i"—2ﬂ VoV e P‘I’} x:l Jveaﬂ pE3a Y5
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where p is the dislocation density

p= eaﬁegz), 5 (6.6)

and inf is taken on the set of all functions y having the presecribed values 1;/,,

at the boundary.

Comparing this problem with the problem of calculation of velocity field for
given vorticity @, we see that y corresponds to the stream function of vortex flow
while p corresponds to vorticity.

If the solution is sought in the form of the sum
V=Yt

where I/I is the stress function in the region V free from dislocations, y/ =|;/b at dv,

then
L= [ vy ¥ ud% [y vos) yrods— ir.nf[ | (iv'f,au‘f,., - m;,)dzx] +foydx  (67)
2u ¥ v v \2u v
Here ¥ is subject to the constraint
¥ =0at JV.

The last term in (6.7) describes the interaction of dislocations with the external field.
In the case of a dislocational dipole
p=bd(x—r)-bd(x-r,)

and the interaction energy is

[pwdx =b(lff(n)~lif(rz)) (6.8)
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If the external field is constant, l// = O'“eapx" ,and one gets for interaction energy the
expression used in [1-3]

interaction energy = O'“eap(rl"‘ - rz"‘) (6.9)
However, if the stress field is inhomogeneous, then (6.9) is a poor approximation of

the true energy (6.8), expecially in the vicinity of a crack tip.

Conclusing Remarks.

Two results of this paper seem to be important. The first one is the
expression for energy (2.9) in a continuum theory of crystals. It is simple enough to
expect to have an exact solutions which should yield the formulas for Schmid
forces. The second result is an analogy between dislocations and vortices which
allows one to use the recent advancements in vortex gas theory [5] to calculate the

critical temperatures of brittle-ductile transition.

3-16




References

. M. Khantha, D.P. Pope, V. Vitek, Dislocation Screening and the Brittle-to-Ductile
Transition: A Kosterlitz-Thouless Type Instability, Physical Review Letters, vol.
73, N5, 684, 1994.

. M. Khantha, D.P. Pope, V. Vitek, The Brittle-to-Ductile Transition-I: A
Cooperative Dislocation Generation Instability, Scripta Metallurgica et
Materialia, vol. 31, no. 10, 1349-1354, 1994.

. M. Khantha, The Brittle-to-Ductile Transition-II: Dislocation Dynamics and the
Strain-Rate Dependence of the Transition Temperature, Scripta Metallurgica et
Materialia, vol. 31, No. 10, 1355-1360, 1994.

. JM. Kosterlitz, D.J. Thouless, Ordering, Metastability and Phase Transitions in
Two-Dimensional Systems, J. Phys., vol. 6, 1181-1203, 1973.

. V. Berdichevsky, Statistical Mechanics of Point Vortices, Physical Review E., vol.
51, 4432-4452, 1995.

. J.L. Ericksen, On the Symmetry of Deformable Crrystals, Archive of Rational
Mechanics and Analysis, vol. 72, 1-13, 1979.

. L. Laudau, E. Lifshitz, Theory of Elasticity

. M. Pitteri, Reconciliation of Local and Global Symmetries of Crystals, J. of
Elasticity, vol. 14, 175-190, 1984.

. G.Parry, On the Elasticity of Monoatomic Crystals, Math. Proc. Comb. Phil. Soc.,
vol. 80, 189-211, 1976.

10. M. Pitteri, G. Zanzotto, Continuum Models for Twinning and Phase Transitions

in Crystalline Solids, Chapman & Hall, 1996 (to appear).

11. V. Berdichevsky, L. Truskinovsky, Energy Structure of Localization, Proc. of

Euromech Col. “The Inclusion of Local Effects in Analysis of Structures,” Cachan,
1984, Local Effects in Analysis of Structures, Ed. P. Ladevere, Amstordam, 127-158,
1985. . :

12. V. Berdichevsky, Variational Principles of Continuum Mechanics, Moscow,

Nauka, 1983.

3-17



Evaluation of:
Defense Technology Industrial Base
Forecasting Model (DTIB-FM)

H. Marshall Booker
Professor
Economics and Finance Department

Christopher Newport University
Newport News, VA

Final Report for:
Summer Research Program
Wright Laboratory

Sponsored by:
Air Force Office of Scientific Research
Bolling Air Force Base, Washington DC

and

Wright Laboratory

August 1995

R

SRR




EVALUATION OF:
I. DEFENSE TECHNOLOGY INDUSTRIAL BASE FORECASTING MODEL
II. S&T IPPD AFFORDABILITY GUIDE
IT11. ROADMAP REVIEW SEMINAR
IV. AFFORDABILITY WORKSHOP
V. METRIC FOR AGILE VIRTUAL ENTERPRISES
V1. AGILE LABOR UNIONS FOR VIRTUAL ENTERPRISES
VII. DECISION SUPPORT SYSTEM FOR THE MANAGEMENT OF AGILE SUPPLY CHAINS -
PHILIPS LAB

H. Marshall Booker
Professor
Economics and Finance
Christopher Newport University

Abstract

This report provides an overview and evaluation of several select and different projects reviewed
while on assignment at Wright-Patterson Air Force Base Manufacturing Technology Directorate. (MT).
All seven programs under study are related in some way or another, but more specifically through
affordability issues, Integrated Product and Process Design, Agile Enterprise, and/or best business
practices associated activities. An effort is made in the following pages to describe each activity and to
then evaluate the activity from the perspective of an educator with thirty years experience in the field, and
then to render recommendations with regard to programs and processes where appropriate.

Learning is a continuous process where informational gain is measured in output performance
characteristics and is critical as a survival guide in the new change oriented environment of the modern
competitive world. Frederich Hegel, the philosopher, argued that the only constant in this world is
“change” itself. To understand and deal with change is to realize the full advantages of affordability and
economic justification among competing resources. New technologies, new products, and new processes

will propel us to a new era of survival.




EVALUATION OF:
I. DEFENSE TECHNOLOGY INDUSTRIAL BASE FORECASTING MODEL
II. S&T IPPD AFFORDABILITY GUIDE
III. ROADMAP REVIEW SEMINAR
IV. AFFORDABILITY WORKSHOP
V. METRIC FOR AGILE VIRTUAL ENTERPRISES
V1. AGILE LABOR UNIONS FOR VIRTUAL ENTERPRISES :
VII. DECISION SUPPORT SYSTEM FOR THE MANAGEMENT OF AGILE SUPPLY CHAINS -
PHILIPS LAB
H. Marshall Booker
Introduction

As a Summer Research Fellow sponsored by the Air Force Office of Scientific Research assigned
to Manufacturing Technology Directorate, Wright Lab, Wright Patterson Air Force Base I was given the
unique opportunity to combine the experience and perspective of the highly professional personnel of MT
with my own knowledge and expertise. Few people have had an opportunity for either broader or deeper
involvement in such a short span of time. Research, scientific and technical components played a pivotal
role in the welter of programs I was able to evaluate, help design, and/or become a participant.

The educational windows afforded me at WL/MT through the summer fellowship program have
contributed enormously to my opportunities for the formulation and potential implementation of new
research, information systems, and technologies. What follows is a synopsis of the major issues of
involvement while at WL/MT, but in no means is an exhaustive analysis of the magnitude of executive
privilege extended to me at WI/MT. Each component of the Summary Statement Section below is a
separate but somewhat interrelated activity.

Summary Statement Section (I-VII)
I. Defense Technology Industrial Base Forecasting Model

Budget reductions, budget restructurings, base and other facility realignments and closings,
increasing costs of evermore sophisticated ultra-high-technology military systems, reengineered
businesses, the development of virtual enterprises, risk aversion, risk uncertainties, Bottom-Up Review

recommendations, are all having an increasing impact on the United States Defense Technology and

Industrial Base (DTIB). Its stability, sustainability, and direction are in question. It is therefore becoming
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more and more essential to accurately forecast the viability and agility of the DTIB in light of the
repositioning of resources within the defense system and the overall federal budget as the information
portrayed in the diagrams below would indicate.

A methodology is necessary to quantify changes that have occurred over the past and that will
accurately predict the future course of events in this arena within a narrow range of probabilities. The
Manufacturing Technology Industrial Base Forecasting Model program is an effort to accomplish this
goal. This is a difficult task as outdated rules and fundamental assumptions regarding the “new” (old)
defense industrial technology base are redefined and/or abandoned. As companies have changed the way
they worked over the last few years, increasing dramatically their performance levels, so too will the DTIB
product and design process be dramatically engaged in change. This will require new methodologies and
understanding as that set of complex activities generically known as the DTIB undergoes radical changes
in shape, structure and character. The direction of the defense technology industrial base over the next few
years is especially important to discover.

To model this DTIB is a critical endeavor. There are numerous functions, structures, and types of
models, yet it must be recognized that basically models are used to represent phenomena through the use of
analogy. A model is a representation of a system, designed for the ultimate purpose of studying some
aspect of that system or for that matter, the system as a whole.

The model under construction was chosen to use non-survey secondary data rather than primary
data. Primary data is drawn from original sources and are collected especially for the project at hand. In
this particular case the use of secondary data has especial merits since it is used primarily to fill a need for a
specific reference, exploring the past as a contribution to the present and future of the industrial base. This
type of retrospective research is a classical example of the use of the historical method to develop models
of activity and discover relationships to determine the relevant forecast scenarios of the future.

One of the most important limitations of the use of this type of historical secondary data is that it
often does not satisfy the researcher’s specific needs in building the model. Differences in definitions,

variations in the units of measurement, gaps in the data, different time dimensions and difficulties in
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assessing the accuracy of the data as presented all contribute this dilemma. Research and model building
relying heavily on secondary data as does this model, are seen as a special case of information retrieval.

Vast inventories of information stored in various forms must be searched using a multitude of
indexing systems of information and presentation media to find that which is needed and useful for the
model. Information requirements must be carefully matched to available indexes. The development of the
DTIB-FM (Defense Technology Industrial Base-Forecasting Model) is therefore faced with significant
challenges. Yet the program can also be ensured a high measure of success since it has already begun to
identify critical paths to deteﬁnining improved metrics of technology, integrated product and process
designs, quality, and reengineered management theories and operations.

In this regard the DTIB-FM has decided to measure seven critical characteristics of the data base
under study:

1 Management/Organization

2) Viability

3) Capacity

4) Factory Operations

5) Supplier Relations

6) Technology Development

7 Development Processes

It is critically true as the model builders realize, the development of a reliable forecast hinges on
the careful consistent use of relevant measurement criteria for each of these seven characteristics. Let us
consider for example, the development of the identities of the critical components of one of these
characteristics, viz., Technology Development. A listing of the initial variables and measures of the
intensity of this characteristic is below.

Technology Development

The percent of sales spent for product research
The percent of sales spent for manufacturing or process research
The percent of sales spent on basic research
Ratio of research expenditures to that of companies or countries leading in the

sector or technology
5. Number of patents

VU=
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Articles or presentations produced

Relevant education and experience of staff to conduct R&D

List of critical technologies in the sector, subsector, or company

Technology ownership; DoD, Civilian, Foreign

Number of years of manufacturing experience on the research team

Facilities and tools necessary to develop manufacturing technology;
*Simulation, digital and mockup
*Prototyping capability

12. Associated manufacturing facilities to act as a test ground and validation of

technology development

13. The percent of research aimed at transitioning new technology to applications,
products, and production

14. The percent of research aimed at maintenance and overhaul applications

i~

—

This list is carefully developed and fully representative of the elements that must be considered in
constructing this characteristic. It further shows the central focus of possible data collection difficulties in
this area unless each of these in turn is carefully and consistently defined in measureable metric terms.

Summary observations and comments are as follows. The Defense Technology Industrial Base
Forecasting Model is an ambitious project. One of the most difficult elements of this type of model
construction is in the initial testing of various components within established characteristics to determine
proper fit and degree of predictability within established confidence levels. Considerable effort must be
spent in developing and testing different data bases to establish consistently useable time series of data. At
times this requires more effort and time applied to those which end up being rejected than for those being
accepted into the model for analysis. This pfogram has efficiently and effectively tackied some of these
more difficult tasks and has now readied the mode! for the development of the remaining characteristics
beyond those three already evaluated.

The model and demo development appear to represent a systematic and consistent approach to
problem solving and forecasting and the use of the demo will be a highly useful pedagogical and
informational device that will generate immediate feedback for future iterations and refinements. Overall
program management would probably benefit at this juncture by the development of a system of Gantt
Charts and/or other matrices of scheduled activities and processes as the model and demo mature so that all
involved have the same expectations with regard to specific future courses of development and action
items. Composite and diffusion indexes using time series analysis are difficult to construct and

unfortunately are not easily verifiable regarding preciseness of predictability until time itself develops
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allowing the model to be self-validating and to accommodate corrections and adjustments where necessary.

Those constructing the model and running its applications must continue to monitor its progress
and must pay especial attention to the relevance of establishing weights for each component within each
characteristic and then for each characteristic within the holistic model. Careful attention and analysis
must also be used to discover the impact and outward effect of the construction of composite indexes even
though the confidence levels for each component within the composite are within the same levels of
degrees of confidence. Nonetheless, all considered, the time series model is extremely useful in terms of
generating useable and useful forecasts and/or evaluating policy and other options. Even with its
weaknesses time series models can be easily remedied to correct for potentially damaging consequences of
substantive inferences. On the basis of evidence and rigorous analysis, the use of time series models for
forecasting is a legitimate goal oriented process which accurately captures the basic elements of utilizable
forecasts.

This is an exciting model into which a considerable amount of expertise has been invested to date
and whose output is especially promising. Eventually, it might even be possible to adapt the model to
some of the new uncertainty techniques being developed in the fields of fuzzy logic and artificial neural
networks perhaps making use of SAS Software/Neural Net add-ons with feedforward nets with back and
counterpropagation, self-organizing mapping, and various unsupervised architectures. This however goes
beyond the scope of the current program.

IL. S&T IPPD AFFORDABILITY GUIDE

It is evident that the structure, the management, and the performance of all aspects of the
American economy are undergoing rapid change. Lean manufacturing, the agile corporation, the virtual
enterprise, integrated product and process development, affordability, etc are all part of a larger concern
about competitiveness and survival at all levels and the new structure of economic justification especially
as these concerns translate into scientific and technological issues. It is especially critical in the areas of
research and development and science and technology that these new principles of management be
translated and transferred into useable and effective performance generation techniques in this new age of

affordability. Strategic processes and advancement stages must be developed in the S&T arena to take full
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advantage of critical paths emerging on the affordability mapping surface as potential change becomes
reality.

The development of an S&T IPPD AFFORDABILITY GUIDE (AG) is an exhaustive effort to
design a highly useful sourcebook to be used to instruct personnel in the basics of affordability issues as
especially applicable to Science and Technology. The organizational architecture of the AG is
straightforward and orchestrated around activities that explicitly and lucidly provide pedagogical
awareness of the major issues involved in affordability. Each Activity Section in the AG has the same
basic organization of a) Overview, b) Checklist, and ¢) Stem-and-leaf Steps to accomplish competent
understanding of each activity level. The AG is an excellent example of some to the best practices in
instructional design. It is written to and for an explicitly defined consumer, i.e., (a) Air Force project
managers and engineers who are responsible for S&T 6.3 development projects and (2) contractors
performing S&T projects. Knowing the audience assists in the development character of the AG and
promotes consistency of design throughout each section. The use of extensive appendices, a glossary and
acronym section, SOW concepts section, bibliography, and a practical case study make the AG a unique
approach to the systematic study of S&T IPPD Affordability concepts and applications.

As the prinéiples of affordability become more accepted and identified and the techniques more
widely practiced by professionals, this Affordability Guide will be recognized as the Benchmark upon
which other editions will be judged. Affordability is a concept term which has no concise standard
definition and when used in some contexts, may imply a meaning that is difficult to relate to general
attitudes towards economic justification and awareness. Many dynamical processes including S&T IPPD
Affordability, have to be controlled, yet are highly complex, large-scale, nonlinear, non-stationary and
infiltrated by a high degree of randomly generated events. The optimal management of these complicated
and complex science and technology systems requires an integrated manner of design which considers all
quantitative and qualitative aspects concurrently. The Affordability Guide is a conscientious and
successful effort to develop and produce an intelligent and coherent framework for modeling and control of
the S&T IPPD Affordability process using current state-of-the-art rigorous model-based control theory and

application relationships.
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One advantage of being the first to develop such a guide in so new an area as affordability is that
a minimum amount of a priori information is assumed about the structure of the new process
(affordability) allowing the guide to extract relevant knowledge and an identification schema rich and
sufficient enough to distinguish it as a highly capable learning model. In this regard the AG model is
based on references over a wide spectrum of work and is consonant with accepted best practice adaptives
and experiences. The initial design of the AG is such that through training, evaluation, and test data, the
model will improve in value with each refinement cycle “There exists no real alternative to learning” and
the AG is a milestone in the continuation of this process making a significant contribution to knowledge
optimization and acceleration of understanding in this new and ever-changing affordability functional
reality process.

Summary observations and recommendations follow. The S&T IPPD Affordability Guide is an
exemplary effort to explicate the many techniques currently available in the new and exciting inferential
field of affordability and economic justification. Finding the best model and design vehicle to be used as a
guide is the most difficult problem of all given the parameters involved. The product being developed it
appears, is the most tractable derivative that makes sense and can be substantively useful and interpreted
for goal accomplishment on a widespread basis. It is considerably worthwhile in design and content and is
presented in a matrix form that is highly amenable to transformation by relatively simple techniques as the
concept of affordability becomes more closely understood and structurally cohesive.

III. ROADMAP REVIEW SEMINAR

The 1995 Combined Roadmap Review sponsored by Materials Directorate and Manufacturing
Technology Directorate of Wright Laboratory was held 18-20 July at the Dayton Convention Center. This
program was begun several years ago and has a highly successful track record of attendance and
accomplishment. Through the years it has been able to maintain its focus on providing information
regarding the Materials Directorate’s and Manufacturing Technology Directorate’s status of existing
programs and planned next fiscal year activities, especially in the area of new starts. The program focuses

its attention on its primary audience, that being contractors and government officials in order to generate
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informational dialogue regarding existing programs and activities as well as technical and programmatic

needs to be assessed for future planning processes.

The three day seminar series was effective in design and completion and was organized roughly
along the following schematic.

BN

NN AL -

A

TUESDAY, 18 JULY 1995
Metallic Materials
Ceramics & Very High Temperature Metallics for Propulsion & Hypersonic Systems
Nondestructive Evaluation
Manufacturing Research
Defense Reinvestment/Technology Transfer
Breakout Workshops on Various Focal Areas
WEDNESDAY, 19 JULY 1995
Nonmetallic Structural Materials
Carbon-Carbon & Thermal Protection Materials
Systems Support
Nonstructural Materials
Electronic & Electromagnetic Materials
Industry/Lab Partnerships
Breakout Workshops on Various Focal Areas
THURSDAY, 20 JULY 1995
Status, Strategy and Future Directions
Department of Defense Research and Engineering Overview
The Manufacturing Technology Directorate Planning Process
MS&T for Aircraft
MS&T Missiles & Munitions
MS&T Spacecraft & C’I
MS&T for Aerospace Sustainment

The Roadmap Review is a three day event-filled well structured informational seminar. All

presentations were done in a professional, pedagogically skilled fashion with easy to follow graphics,

handouts and other materials. Even in an era when there are less and less new starts the Roadmap Review

Seminar should be continued on an annual basis. Discussions with a variety of attendees including, but

not limited to representatives from industry, education, and government (military and civilian) were very

positive indicating the seminar was very worthwhile for its informational sourcing and especially for

“organized” opportunities for networking within and among various groups. The skill, patience,

knowledge and fortitude to present such a successful program year after year should be applauded and

recognized. It represents a standard of excellence that should be maintained.
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IV. SCIENCE & TECHNOLOGY-INTEGRATED PRODUCT & PROCESS DEVELOPMENT
STRATEGY FOR AFFORDABILITY WL WORKSHOP
JULY, 1995

The S&T IPPD Affordability Workshop was a well-conceived, conscientious endeavor to provide
current state-of-the-art information on the status of the development and applicability of the design for
Integrated Product and Process Development and Affordability at Wright Laboratory. A series of
comments follow both from a pedagogical and informational point of view from someone who has been in
education for twenty-five years.

The orgénization of the workshop was straight -forward combining the highest degree of time and
talent efficiency available. After a general networking system, participants were told by a facilitator
exactly what to expect out of the workshop, and were informed of the time-frame for precisely scheduled
activities through the day. After an enthusiastic welcome and overview from Col R. Davis, WL/CC and
group was informed by General R. Paul AFMC/ST of his commitment to the process of IPPD and
Affordability. What followed then was a series of valuable discussions by industry leaders direction
involved in their company’s efforts to adapt to new technologies and change. Excellent and informative
presentations were made by people of the highest quality of knowledge in their respective firms regarding
IPPD and Affordability issues, viz.,

Mr. R. Karm, Texas Instruments
Mr. G. Robson, General Electric
Mr. B. Birchfield, McDonnell Douglas

Each individual was outspoken and highly skilled in involving the audience in their presentations,
each using approximately thirty minutes to brief the workshop on the salient features of IPPD-Affordability
concepts in their firm and industry. It is recommended that if time allows when the workshop is
conducted in the future, that there be time at the end of the industrial perspective presentations before lunch
to allow all industry presenters to be on a panel, led by a moderator, with written questions edited by the
moderator, similar in style to the National Press Club of Washington, D.C. format which is very effective
in style.

The luncheon speaker was Dr. G. Denman, former ARPA director, who is currently the Vice

President for Strategic Planning, GRC International who gave an enthusiastic well-informed presentation
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regarding the current budget attitudes and posturing at the federal level, with special emphasis on research
and development issues.
The afternoon consisted of four separate concurrent group activities from which an individual had
to choose. They are listed below for reference.
Working Groups:
1 S&T IPPD Project Selection Criteria
2 IPPD Implementation in the S&T Environment
3. Technology Maturation & Measurement
4 * Enhancing Industry Involvement
Each working group had a well-trained logistically oriented facilitator who kept the participants

on target both topic and time-wise. Additionally, each participant in each workshop was given a Working

Group Information Packet consisting of the following contents:

1. Agenda for the Session

2. Background Paper

3. Work Group White Paper

4, Work Group Charts

5. OSD Letter and Attachments

The workshop concluded with a one-hour set of outbriefings given by each of the Working Group
Facilitators, summarizing the activities, conclusions and recommendations of the four groups.

In summary, it is obvious that a considerable amount of time, effort and talent when into the
development, preparation, and presentation of this highly effective workshop. The overall design,
educational content, logistical support, preparation of workbook guides, agenda items, support documents,
choice of presenters and facilitators , et al was well thought-out and efficiently executed. In evaluating a
workshop one tends to evaluate the end product only, but in this case it is obvious that a considerable
degree of fore-thought and effort regarding consistency of mission and goals must have occurred with
considerable lead-time before the actual workshop presentation. Presenters and facilitators must have been
well-selected using specific leadership and educational guidelines for selectivity. Additionally, they must
have been given explicit definitional instruction as to expectations regarding their efforts on behalf of the

workshop.
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Finally, it is reccommended that it should be considered that this workshop be expanded to a two-
day workshop in combination with sessions involving the concept of Teaming. IPPD is a team-oriented
design system. IPPD is defined as

a management technique that simultaneously integrates all essential acquisition activities through

the use of multidisciplinary teams to optimize the design, manufacturing and supportability

processes. ...Integrated Product Teams (IPT) are the key to making IPPD work...Wm. J. Perry

The record of team efficiency and performance is well known and documented in industry,
education, government, military and other areas of activity. They invariably contribute significant
achievements in productivity. However, concepts of Teaming must be clearly understood especially in the
IPPD arena of activity. Teams by design and nature have dynamic in nature, constantly changing.
Without losing this dynamic on the IPT, another attribute must be captured, that of cohesiveness so that all
members of the IPT always see retain their vision as a member of a larger effort, the IPT itself. All
elements of creating the concreteness of this type of IPT effort must be fully understood not only by the
IPT members individually, but by those program managers establishing the teams in the first place, if IPT’s
are to surpass individuals as the primary performance unit in the organization at that level. It must be
recognized that personnel are scarce resources and IPT’s lay heavy claims on these resources. This does
not imply that individual effort and individual accountability become either unimportant or less important,
but rather that a concentrated management effort must be undertaken to avoid any misallocation of
individual resources and team effort.

Additionally all members of the organization must be involved in designing and/or restructuring
the institutional reward system as IPT’s are developed to motivate individual team members to associate
their efforts as a team. Individuals must be committed to working together to accomplish the IPT’s
purpose using their complementary skills and talents in a committed manner to develop a common
purpose. Teams and those who form teams must recognize that teams are performance driven. This will
be especially true of IPT’s and Team Building Principles and Skills must be taught and cultivated in order
to design a quality IPT that can connect specific achievable performance goals with the concentrated
collaborative effort of the individual members of the IPT. IPT’s are a critical component of the IPPD

strategy and require not only a reengineering in program management but a development of a new culture
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and architecture to accommodate this change. The S&T IPPD Strategy for Affordability Workshop is a

superior effort in initiating this vital process endeavor.
V. METRIC FOR AGILE VIRTUAL ENTERPRISES
BEST AGILE PRACTICE REFERENCE BASE
This is an intriguing project in the domain of Best Practices which examines four types of
“Agile Virtual Enterprises” (AVE’s), while agility is defined in terms of ability of the enterprise to respond
to unexpected change and the virtual enterprise is identified as “an opportunistic aggregation of business

units which operates in important ways as if it were a single company.” The four types are as follows:

Type 1: A partnership (perhaps with a lead) formed in response to an identified market or
opportunity.

Type 2: A tentative aggregation of core competencies which collectively identifies and addresses
a market or opportunity and which fully integrates some processes in response to that
opportunity.

Type 3: An agile supply chain shifting in response to new or changing markets.

Type 4: An aggregation of core competencies, as in Type 2, but which do not integrate processes

or adapt internally in response to the opportunity.

The case framework is extensive and well defined for the Agile Virtual Enterprise and is essential
in understanding the foundation of the structure and the five main process categories as appropriate. An
extensive roster of cases is well documented and referenced in the discussion .

Summary statements and recommendations follow. This program could possibly benefit from a
follow-on endeavor that would further examine through the use of a matrix type of system, the match
between various Agile Virtual Enterprise structures and the Best Practices discovered through this
program. Further examination could be valuable in another area as well. For example, where the survey
“found that each example of an advanced Agile Virtual Enterprise was empowered by focusing on a best
practice in only one subcategory” an examination of the process through which this particular best practice
was determined to be “the best of the best” begs for analysis.

Additionally another matrix could be devised to identify the overlap among sub--categories since

“many AVEs will use some sub-categories more than others.” The most beneficial questions might be to
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somehow determine why this is true and how this determination of sub-categories is driven within the agile
virtual enterprise. This would go a long way in making a significant contribution in the continued effort to
use decisional analysis as a stratagem to determine aforehand the beneficial impact of best practices
decisions. A minor consideration is in definitional use of ‘benchmarking’ in this program that appears to
run somewhat contrary to traditional definitions of benchmarking as being forward looking rather than
backward or bottom-down. This difference needs resolution.

It is interesting to note at this juncture that Capt. Paul Phillips (MT) has made a conscientious and
promising effort at mapping this program as well as numerous others in MT as to their basic design
characteristics, metrics, and interrelatedness. This is a bold, robust effort that should be continued. There
are numerous interlocking ideas and concepts in these programs, especially the ARPA ones that indeed
might be shared among participants at a later date through networking towards the growth of the virtual
enterprise development theory and reality.

V1. AGILE LABOR UNIONS FOR VIRTUAL ENTERPRISES
AGILE MANUFACTURING PILOT PROGRAM

This is a unique conjuncted team project involving business development and promotion
organizations, industry, labor union organizations (Pennsylvania AFL-CIO), the labor force, the Ben
Franklin Technology Centers, The Pennsylvania Chamber of Business and Industry, and the Pennsylvania
MILRITE Council (PMC), various university groups, other educational institutions, institutes, centers and
councils and numerous labor management committees. This is an ambitious shared venture in the new
manufacturing paradigm framework utilfzing the Agile principles developed and described by the Agile
Manufacturing Enterprise Forum (AMEF). The program requires considerable networking and
interlooping processes examining the relationship between labor and management and other mutual
interest groups in the new hierarchy of agility and the Virtual Enterprise as the world of work is
reengineered and restructured. As industry continues to respond to generalized change (both anticipated
and non-anticipated) by downsizing , reengineering, and the development of the agile enterprise, the labor-
management archetype must also become agile oriented to fully integrate technology, Qrganizational
activity and the workforce management. The characteristics of the agile enterprise are many, but are

persistently those of cooperation, innovative collaborations, knowledgeable, skilled and empowered work
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forces to support the new generation of agile enterprises whose goals are benchmarked by dynamic
flexibility .

The metrics of this program are clearly defined, both quantitative and qualitative, focusing on
costs, time, robustness and scope. The program will generate a designed experiment with appropriately
defined metrics, an assessment of results, and the development and documentation of a case study. One
major value of this program is its concentration on measuring the newly organized agile model in terms of
contribution value of labor and management and other constituencies to achieve the basic goals of the agile
enterprise.

This program has considerable merit especially in the concern of developing long-run outlooks
and possibilities of sustained commitment to joint efforts as the new age of unionism seeks its role in the
agile and virtual enterprise environment as affordability and economic justification become more dominant
realities.

1t is difficult in this program to distinguish clearly at times between those components under study
that are agile oriented as opposed to those that relate to the development of the virtual enterprise. Perhaps
this is good in that there are no clear and consistent definitional lines of demarcation for agile and virtual
that apply at all times and in all circumstances. The strategic partnerships being developed and explored
through this particular program implies that often agile and virtual overlap and indeed in this soft area of
labor-management relationships the virtual enterprise is a natural outgrowth and evolution of the agile
system.

Summary comments and recommendations follow. This program has a great deal to offer in the
are of enhanced interorganization learning and non-interrupted mutual trust development among the many
constituencies housed within the architectural framework of this program design. The scope of this
program can and should readily be expanded and developed to include other constituents in its deployment
of mutual interdependence as other stakeholders such as the government, investors, and communities of

individuals see the collaborative advantages offered through the flexibility agile and virtual enterprises

generate.
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VIIL. DECISION SUPPORT SYSTEM FOR THE MANAGEMENT OF
AGILE SUPPLY CHAINS - PHILIPS LAB

This program proposes the development of a prototype “decision support system for tactical
planning in the management of supply chains in the discrete manufacturing industry.”  This necessitates
the design of an approach that “creates a supply-chain wide decision support-system and complementary
planning processes which bring together different functional departments and enterprises in a supply
chain.” This program which uses Philips Laboratories as the prime contractor with participation from
Philips Consumer Electronics Company, Best Products Co., Inc., and Philips Plastics Corporation. If the
program was to be extended beyond the realm of those currently involved, so that others are woven into the
fabric of the chain, then it would provide insightful information regarding the formation and operation of
potential virtual enterprises. The program is large in scope involving a wide chain of relationships
including but not limited to the following:

Market Data Analysis

Sales Forecasting and Planning

Finished Goods Inventory Management

Finished Goods Distribution Network Design

Vendor-Managed Replenishment

Aggregate Production Planning

Component Procurement Policy Development

Summary comments and recommendations follow. This program has great promise for future
applicability to a variety of supply chains over a large span of typical businesses, especially in the area of
discrete manufacturing. As the characteristics of an Agile Supply Chain are developed and expanded
through this program, a considerable quantity of highly productive information should be available as to
what makes an agile supply chain (a) rapidly reconfigurable, (b) flexible, (c) speedily adaptable to change,
and (d) collaborative within the chain. This program has the potential of being expanded to explore the
specific functional areas within the supply chain that develop that vital element of trust necessary in agile
and virtual enterprises as derivative responsibility flows back and forth through the supply chain. There is
“significant technical challenge for this project” however, it is accomplishable and with significant payoff

to those involved. It represents an excellent marriage of concurrent engineering principles with those of

the agile and virtual enterprise.
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ABSTRACT

Ensemble Monte Carlo simulations of electron transport through a new Aluminum Gallium Nitride/Gallium
Nitride (AlGaN/GaN) cold cathode emitter are reported. We analyze the energy spectrum of carriers
prior to being injected in a low workfunction slab of Lanthanum hexaboride (LaBsg) as a function of the
ramp energy of the carriers at the AlGaN/GaN heterojunction. Plasmon scattering is found to be the
major scattering mechanism in the structure leading to substantial shift towards the low kinetic energy
end of the energy spectrum of the carriers injected into the low workfunction Lanthanum hexaboride thin
film. Intervalley scattering is found to dominate in the depletion layer at the GaN/LaBs interface. Design
improvements to increase the efficiency of the cold cathode are suggested.

Simultaneously, we have analyzed a new cold cathode emitter which consists of a thin wide bandgap
semiconductor material sandwiched between a metallic material and a low workfunction semimetallic thin
film. We show that under forward bias operation the electrons captured in the low workfunction material
are responsible for an effective reduction of the semimetallic film workfunction together with a substantial
increase of the cathode emitted current. The dynamic workfunction shift is shown to increase with the amount
of injected current. Potential material candidates are suggested to achieve low-voltage (< 20 V), room-
temperature cold cathode operation with emission currents approaching 100 A/ cm? and large efficiencies.
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Theoretical Investigation of Two New Types of Cold Cathode Emitters

M.Cahay

I. INTRODUCTION

Over the past few years, following the development of vacuum microelectronics, there has been an
increased interest into cold cathode emission for applications in various devices such as pressure sensors,
cathodoluminescent flat panel displays, and microwave vacuum transistors, among others [1]. The design of
efficient cold cathodes has been the focuss of various research efforts aiming at the development of vacuum
state electronics. In that respect, new electron sources that circumvent the use of thermionic electron
generation are needed. The later generation process must be avoided because of the power and temperature
requirements of microelectronics. An ideal cold cathode should meet the following requirements:(1) high
current density (5 A/cm?), (2) room temperature operation, (3) and reliable and durable operation.

Recently Akinwande and coworkers (2] have reviewed the recent proposals for cold cathode technologies
and discussed their limitations. The results of their analysis with regards to the three requirements listed
above are summarized in Table 1.

Table I: Characterization of Cold Cathode Approaches.

Cathode Voltage of Operation Stability Reliability Comments
GaN/LaBg 10V Stable Reliable
Field Emitter 50-200 V Noisy Reliable
Diamond 10-30 V Stable Reliable Current Limited
NEA Semiconductor 5V Drifts Short Lifetime Cs required -
Planar Doped Barrier 10-20V Drifts Short Lifetime CS required
Optoelectronic 5V Drifts Short Lifetime CS required
MOS Tunneling 10-20 V Decays with timne | Short Lifetime | Oxide Trapping
Cermet 530V Oxide Trapping

Akinwande et al. proposed a new class of semiconductor based non thermionic cathodes based on
bandgap engineering of Gallium Nitride (GaN) to achieve low-voltage, room temperature and durable emis-~
sion from a flat surface. The new structure they proposed as a cold cathode emitter is shown schematically
in Fig. 1. It is based on a n-p forward biased GaN diode used to inject electrons into a low-workfunction
metal (LaBg). The interface between the p-type GaN and the metal is characterized by a negative electron
affinity. It is formed of a n-type GaN layer typically doped with Si, a heavily doped p-type layer doped
with Mg, and a thin layer (typically around 100 A) of LaBg on the surface. After injection from a forward
biased p-n junction, electrons traverse the p-GaN layer under high field while approaching the GaN-LaBg

interface. While drifting across the depleted region, electron can be scattered by lattice phonons (one of
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the dominant scattering mechanisms in GaN). This scattering must be minimize by providing a very nar-
row layer,i.e, using a highly doped p-GaN layer (10'*cm~3) that can produce steep band bending and high
electric field across the p-type GaN layer [3, 4, 5]. Electrons with enough energy can then cross the thin
LaBg layer and surmount the LaBg-air potential barrier. The energy diagram of the device is shown in
Fig.2 indicating that the conduction band in the p-GaN layer is above the vacuum level of the LaBg layer.
To study the efficiency of GaN cold cathodes, we must calculate the fraction of emitted electrons and design
the structure to maximize the emission efficiency. In that regard, we must remember that electrons drifting
across the depletion layer are suffering a lot of phonon scattering, and could become eventually trapped by
surface states and eventually recombine with holes in the bulk. This scattering can be minimized by using
narrow layers of heavily doped p-GaN, which will lead to steep band bending and large electric field in the
proximity of the p-GaN and LaBg interface.

During this Summer, we have used Ensemble Monte Carlo simulations of electron transport through
a new Aluminum Gallium Nitride/Gallium Nitride (AIGaN/GaN) cold cathode emitter are reported. We
analyze the energy spectrum of carriers prior to being injected in a low workfunction slab of Lanthanum
hexaboride (LaBg) as a function of the ramp energy of the carriers at the AlGaN/GaN heterojunction.
Plasmon scattering is shown to be the major scattering mechanism in the structure leading to substantial shift
towards the low kinetic energy end of the energy spectrum of the carriers injected into the low workfunction
Lanthanum hexaboride thin film. Intervalley scattering is found to play dominate in the depletion layer at
the GaN/LaBg interface. Design improvements to increase the efficiency of the cold cathode are suggested.

Simultaneously, we have analyzed a new cold cathode emitter which consists of a thin wide bandgap
semiconductor material sandwiched between a metallic material and a low workfunction semimetallic thin
film. We show that under forward bias operation the electrons captured in the low workfunction material
are responsible for an effective reduction of the semimetallic film workfunction together with a substantial
increase of the cathode emitted current. The dynamic workfunction shift is shown to increase with the
amount of injected current. Potential material candidates are suggested to achieve low-voltage (< 20 V),
room-temperature cold cathode operation with emission currents around 100 A/ cm® and large efficiencies.

I1. Monte Carlo Simulation of GalN Cold Cathodes

To date, few theoretical investigations have been made of the electronic properties of GaN. The
steady-state electron drift velocity has been calculated by several authors using the EMC method [6, 7, 8].
The latest study by Kolnik et al. [8] includes the details of the first four conduction bands within the full
Brillouin zone for both zincblende and wurtzite crystal phases of bulk GaN. Hereafter, we assume that the
structure proposed by Akinwande et al. [2] is made of the zincblende phases of Al;Ga;..N and GaN.

The Monte Carlo program used for this study is based on a three-valley (T, X, L) model with position
dependent scattering mechanims which include non polar acoustic phonon (through deformation potential
coupling), screened polar optical phonons, screened ionized impurity scattering, intervalley, and plasmon
scattering. Parameters to characterize the various scattering mechanisms for Ga/N were the same as those
of Kolnik et al. [8]. We neglected the coupling between plasmons and polar optical phonons. Such coupling
is important when the plasmon and longitudinal phonon frequencies are comparable. Since the longitudinal
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optical phonon energy is equal to 92 meV which is more than three times smaller than the 290 meV plasmon
energy (using a hole effective mass of 0.87 mg , mg being the free electron mass) in the heavily doped GaN
layer, coupling of polar optical phonons and plasmons was neglected. Scattering of electrons by plasmons
was taken into account following Das and Lundstrom [9]. For the effective masses in the ' and X valleys,
we used 0.15 and 0.41 myg, respectively [10]. The electron effective-mass in the upper L-valley is not very
well known and was set equal to the free-electron mass. Only the non-parabolicity of the [-valley was taken
into account and set equal to 0.187 eV ~! in agreement with ref. [6].

Introduction

Figure 1 shows that, after injection across the forward biased p-n junction, electrons first diffuse
through the neutral p-GaN layer before approaching the GaN-LaBg interface. While diffusing across the
p-type GalN region, electrons can be scattered by phonons, impurities, but also by plasmons. The latter
scattering mechanism is known to play a major role on electron transport through heavily doped base
regions in Al.Gay.As/GaAs heterojunction bipolar transistors [11]. As will be shown in this paper,
plasmon scattering plays a dominant role in the operation of the cold cathode proposed by Akinwande et al.
{2]. Another important scattering process is intervalley scattering which plays a dominant role in the very
narrow depletion layer formed at the p-GaN/LaBg interface.

To contribute to the cold cathode emitted current, electrons reaching the p-GaN/LaBg interface
must have enough energy to cross the thin LaBs layer and surmount the LaBg-air potential barrier. This
emission process is supposedly quite efficient since the interface between the p-type GaN and the metal is
characterized by a negative electron affinity [12]. To study the efficiency of the electron injection process into
vacuum, we use an Ensemble Monte Carlo (EMC) technique to calculate the energy distribution of electrons
reaching the GalN/LaBg interface and design the structure to maximize the high energy tail of the energy
spectrum of the collected carriers.

The energy band parameters for both materials (effective masses, valley separations) were determined
using the pseudopotential method in the local density approximation {10].

The energy band diagram of the cold cathode is shown schematically in Fig 2. The structure param-
eters listed in Fig.2 are those corresponding to zincblende GaN. In that case, the effective electron affinity
for electrons is x.s;s = -0.7 eV [2]. Recent experimental reports have confirmed a type-I band alignment
for the wurtzite AIN/GaN heterojunction with an extraordinary high conduction band offset, AE, = 2.3
eV [13]. Hereafter, we assume that a similar conduction band-offset exists for zinc-blende structures. We
therefore expect the energy ramp of electrons injected from a forward biased zinc-blende Al;Ga,_.N/GaN
interface to vary between zero and 2.3 eV while varying the Aluminum fraction from 0 to 1.

Furthermore, under the assumption that effective-mass filtering across heterojunctions is as effective
in Al;Gay1.:N/GaN asin Al;Ga,-;As/GaAs [14], most of the electrons injected in p-type GaN will reside
in the I'-valley. For zinc-blende GaNN, this requires the ramp energy to be below 1.5 eV, the I' = X separation
in zinc-blende GaN [10]. Furthermore, most of the electrons in zinc-blende Al,Gay-.N/GaN will reside in
the I' -valley as long as z < 0.6 [10]. The GaN/LaBjs interface is modeled as a Schottky barrier with an
amount of band bending equal to 2eV as shown in Fig. 2 [2].
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Approach

In the EMC simulations, the areas that bound the p-GaN region are treated as follows: each carrier
injected in the p-GaN region is selected using a rejection technique applied to a semi-Maxwellian distribution
of carriers injected with an additional ramp energy to simulate the effect of the band discontinuity at the
Al:Gay .. /GaN interface. The left boundary (Al.Ga;...N/GaN interface) is assumed to reflect completely
electrons impinging from the p-GaN region. Electron histories are terminated when the carriers have been
absorbed at the right boundary (GaN/LaBg interface). This assumes that the probability for electrons to
tunnel from GaN to the LaBg layer is unity. This assumption is better known as the one-chance model in
the modeling of the quantum efficiency of photocathodes [15]. The electric field profile through the p-GaN
layer is calculated using the simple Schottky barrier model of the GaN/LaBs interface {16]. In the neutral
p-GaN region, the electric field is assumed to be constant and equal to -100 V/cm, a common practice in
EMC simulations of carriers in quasi-neutral regions. In all EMC simulations, 5,000 carriers are injected
across the from Al;Ga;-.N/GaN interface. The energy spectrum of the carriers collected at the GaN/LaBg

interface are computed as a function of the ramp energy (See Fig.2).

Results

Figure 3 is a histogram of the energy spectrum of the electrons collected at the GaN/LaBs interface
for a cathode in which the neutral GaN region was assumed equal to 26504 as in the design of Akinwande
et al. [2]. The length of the depleted region was calculated to be 1504 [2]. Energies are measured with
respect to the bottom of the conduction band in GaN at the GaN/LaBg interface. The ramp energy of
the electrons injected across the Al;Ga;_,N/GaN interface was assumed equal to 0.5 eV. Neglecting the
bowing parameters for Al,Ga;_.N and making use of the recent report of 2.3 eV [13] as the conduction
band discontinuity of AIN/GaN interface, a ramp energy of 0.5 eV corresponds roughly to an Aluminum
fraction z = 0.2 for the n-Al,Ga;_. N emitter. In Fig. 3, the lower graph shows the energy populations of
the three different valleys. It was found that most the electrons reach GaN/LaBs surface while residing in
the I-valley (96.3%). The histogram maximum is located slightly above 2 eV, the amount of band bending
at the GalN/LaBjg interface (ballistic transport would lead to a hemi-Maxwellian energy histogram with a
peak at 2.5 eV). The downward shift in energy compared to the injected electron beam results from the
importance of plasmon scattering which quickly thermalizes the injected electron beam prior to entering the
depleted layer at the GaN/LaBg interface. Figure 3 also shows that a large fraction of electrons have an
energy above the 1.3 eV threshold needed to be emitted into vacuum (See Fig.2). One should keep in mind
that an accurate estimate of the cold cathode emission efficiency must await modeling of carrier transport
through the low workfunction LaBs thin film. A large fraction of electrons will be removed from the emitted
beam as a result of scattering mechanisms such as electron-electron and electron-phonon scattering in the
LaBg material. To reduce these trapping mechanisms, we can try to improve the design (i.e, efficiency) of the
cold cathode by increasing the high energy tail (> 2.2eV') of the collected energy spectrum. We investigated
this possibility first by increasing the ramp energy to 1.3 eV (this would correspond to an Aluminum fraction
closer to 0.5 for the Al;Ga;_.N emitter). Figure 4 shows that there is a minor increase in the high energy
tail of the collected carriers with most of them (96.4%) still in the I'-valley. Next, the length of the neutral
GaN region was reduced to 12504 while keeping the doping the same. Figure 5 indicates that the high
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energy tail of the spectrum has substantially increased compared to the cases discussed above. For a ramp
energy of 1.3 eV, 52% of the collected electrons have an energy in excess to 2.2 eV when the neutral GaN
region is 12504 wide compared to 12% only when the GaN neutral region is 26504 wide.

Tables II and III summarize the percentage of electrons collected in each valley at the GaN/LaBs
interface as a function of the ramp energy and the width of the neutral GaN region. Clearly, most electrons
reach the surface in the I'-valley. However, the importance of intervalley scattering is found to be more
pronounced while increasing the ramp energy and/or decreasing the length of the neutral GaN region. The
transfer of electrons to upper valleys could have a detrimental effect on their transmission to the LaBg layer
since tunneling across heterostructure interfaces is known to be either forbidden or substantially smaller for
electrons in upper valleys [12].

In Fig. 2, the top of the first conduction band is shown to be 3.8, 2.3, and 2.1 eV above the bottom
of the I', X and L valley minima, respectively [10]. Accurate EMC simulations must take into account the
reduction in the density of states upon approaching the top of the conduction band in that case. For L and X
valley electrons, this reduction in the density of states can be neglected here. For the I'-valley electrons, most
of the electrons collected at the GaN/LaBg interface have an energy below 3.3 eV, the maximum energy at
which electrons would hit the surface if they were moving ballistically across the structure while injected at
a ramp energy of 1.3 eV at the AIGaN/GaN interface. Since the high energy tail of the collected electrons is
substantially below the top of the conduction band, modeling the I'-valley electrons using a non-parabolicity
factor is a fairly good approximation. Detailed results of the collection efficiency of Al,Gay—_,N/GaN cold
cathodes taking into account the full Brillouin zone description of the GeN conduction band [8} will be
published elsewhere.

Table II: Valley population of electrons collected at the GaN/LaBg interface as a function of ramp
energy. The neutral base region is 26504 wide.

Ramp Energy (eV) | T -valley | X-valley | L-valley
0.5 96.3 % 24 % 1.3%
09 96.4 % 2.7% 09%
1.3 94.7 % 38% 1.5%

Table III: Valley population of electrons collected at the GaN/LaBg interface as a function of ramp
energy. The neutral base region is 12504 wide.

Ramp Energy (eV) | T -valley | X-valley | L-valley
0.5 95.4 % 33% 1.3%
0.9 92.7 % 5.3% 20%

13 86.0 % 10.5 % 35%
—
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Figure 1: Cross-section of the Al;Ga;_.N/GaN cold cathode proposed by Akinwande et al. [2].
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Figure 2: Schematic representation of the conduction band profile throughout the cold cathode shown
in Fig. 1.
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Figure 3: Energy distribution of electrons collected at the GaN/LaBg interface prior to injection in
the low workfunction material (see Fig. 2). The zero of energy is the minimum of the conduction band in
GaN at the GaN/LaBg interface. The injected electrons at the AIGaN/GaN interface was assumed to be
a hemi-Maxwellian distribution of carriers. The ramp energy was assumed to be 0.5 eV. The length of the
neutral GaN region and depleted GaN region were set equal to 26504 and 1504, respectively. The bottom
graph shows the energy spread in the first three valleys ( I', X, L ) of the first conduction band.
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Figure 4: Same as Fig. 3 for a ramp energy of 1.3 eV.
5-9



Count

600 |
500 |
400 |
300 |
200 |

100

Figure 5: Same as Fig. 3 for a ramp energy of 1.3 eV after reducing the length of the neutral GaN

region to 1250A.

Valiey

5~10

Lt

Energy (eV)



IV. Dynamic Workfunction Shift in Cold Cathode
Emitters Using Current Carrying Thin Films

Recently, there has been renewed interest into cold cathode emitters for applications to a variety of
electronic devices, including microwave vacuum transistors and tubes, pressure sensors, thin panel displays,
high temperature and radiation tolerant sensors, among others (1, 17, 18]. Introduction of such emitters
would permit an unprecedented compactness and weight reduction in device and equipment design. Low
temperature operation in nonthermionic electron emitters is very desirable for keeping the statistical energy
distribution of emitted electrons as narrow as possible, to minimize thermal drift of solid state device char-
acteristics, and to avoid accelerated thermal aging or destruction by internal mechanical stress and facigué.
To keep the emitter temperature rise small appears easy if the emitters are built thin epitaxial films us-
ing vertical layering technology due to the extremely short heatpaths and excellent heatsinking possibilities
offered with this architecture.

For an electron emitter to be useful in microwave tube applications it should be capable of delivering
current densities in excess of 10 A/ cm? and to sustain emission during operational lifetimes over periods
of 10° hrs. To satisfy this requirement, the structural and chemical composition must be stable. This
rules out the historically practiced use of alkali metal films on emitter surfaces for the lowering of electronic
workfunctions. These films sublimate, evaporate or surface migrate over time and end up on various surfaces
inside the vacuum envelop.

Several cold cathode emitters have been proposed since their first successful demonstration by Williams
and Simon [19] using a cesiated p-type GaP structure. A review and criticism of the different cold cathode
approaches was given recently by Akinwande et al. [2]. In this work, we propose a new cold cathode emitter
concept and use a simple model to show that the new emitter is capable of achieving low voltage (< 20 V)
room temperature operation with emission current around 100 A/cm? and large efficiencies.

A schematic energy band diagram throughout the proposed structure is shown in Fig. 6. The ar-
chitecture of the structure is shown in Fig. 7. The main elements in the design and functioning of such
an emitter are : (1) a wide bandgap semiconductor slab equipped on one side with a metallic contact [20]
that supplies electrons at a sufficient rate into the conduction band and (2) on the opposite side, a thin
semimetallic film that facilitates the coherent transport (tunneling) of electrons from the semiconductor
conduction band into vacuum. Of importance is the mutual alignment of the crystalline energy levels at
the semiconductor-semimetal film junction. This requires the use of new materials and development of their
epitaxial growth technologies.

If the applied voltage is equal or larger than the semiconductor bandgap energy and the quotient of
the applied voltage divided by the semiconductor thickness approaches 0.1eV/ A, then electrons are tunnel
injected into the conduction and ascend during their travel across the semiconductor film to levels of in-
creasing energy. Referring to Fig. 6, the conduction band of the wide bandgap semiconductor provides the
launching site for electrons where they are - through a thin film - injected into vacuum. This injection of
electrons into vacuum becomes possible and is effective as long as the semimetallic film is very thin and has a
workfunction small enough so that its vacuum edge is located energetically below the conduction band edge
of the semiconductor. This situation is referred to as negative electron affinity (NEA) for the semiconductor
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material [12]. Depending on the particular materials choices, this implies that the semimetal workfunction
oM in relation to the semiconductor energy bandgap E; must obey one of the inequalities ¢ps < 0.5Eg or
oM < Eg if an intrinsic or p-type doped wide bandgap semiconductor is used, respectively.

THE MODEL

For a cathode operated at room temperature, we model this internal field emission at the injection
junction using a Fowler-Nordheim (FN) type expression for the injected current (in A/cm?) [16]

Jo = C1(E?/A)eCraY*/E (1)

where C) and C; are constants which depend on the wide bandgap semiconductor. In our numerical simula-
tions, we chose C; = 1.5X10% A/V and C; = 6.9X107(V/2cm)~! which are of the same order of magnitude
as the constants appearing in the FN expression [16]. In Eq.(1), A is the barrier height (in eV) at the
metal-semiconductor junction and E is the electric field (in V/cm) in the wide bandgap semiconductor [21].
We assume that the semiconductor layer thickness is such that the transport of injected electrons is close to
being ballistic up to the interface between the semiconductor and the thin semimetallic film. In so doing,
we also neglect carrier ionization processes in the semiconductor slab which could be the main antagonist to
ballistic transport in that region.

Because of the finite probabilities for the injected current to be transmitted at the semiconduc-
tor/semimetal (probability T;) and semimetal/vacuum interfaces (probability T5), the contributions to the
total emitted current can be calculated as the sum of the contributions resulting from the mutiple reflections
of electrons in the semimetallic layer (See Fig. 6). The magnitudes of the emitted current components
decreases with the number of multiple reflections in the semimetallic layer. Rather than trying to calculate
these contributions exactly, we assume that the current amplitude is decreased by a factor a = ezp(—~La/))
for each traversal of the semimetallic layer, where A is the collisional mean free path in the semimetallic
layer (Typically, 1024 < A < 10*A) and L, is the length of the semimetallic layer. Adding the contributions
resulting from multiple crossings of the semimetallic layers, the total emitted current is found to be

Jo" = ToJo(l+z + 4+ vr) (2)

where z = a?(1 — T1)(1 - T3). In calculating Jo*™ we limited the number of traversals of the semimetallic
slab to five to include the fact that electrons loose energy in each crossing and eventually do not have enough
energy to surmount the barrier at the semimetal-vacuum interface. According to Eq.(2), the contributions
from the multiple reflections decrease rapidly since, in general, the quantity = will be much smaller than unity
[22]. Once the emitted current is found, the total current contributing to the increase in the sheet carrier
concentration in the thin semimetallic film can easily be written as Jo°*™ = Jy — Jo*™. The total trapped
current is then given by i = W2J,°*", where W? is the area of the semimetallic thin film (See Fig. 7).
The semimetallic thin film can be modeled as a quantum well (Q.W) which will loose the trapped electrons
essentially at its lateral boundaries. In reality, Figure 7 indicates that not all electrons will move to the three-
dimensional contact regions surrounding the thin semimetallic layer but many of them will get reflected at
the lateral thin film layer with an average probability r (calculated for electrons with the Fermi velocity in
the thin film). The exiting number of electrons will depend on the thickness of the semimetallic layer and
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could be adjusted by intentional passivation so that reflection at the boundaries of the thin semimetallic film
could be tuned from almost zero to nearly unity. Taking into account the finite reflection amplitude at the
thin film boundaries, the leakage current of the Q.W can be rewritten

%’)tl = CWNQD'UF(I - 1‘) (3)

where Qr is the total charge captured by the well, e is the magnitude of the electronic charge, Nap is the
ezcess sheet carrier concentration in the thin film due to the captured electrons, and < v, > is the average
electron velocity which is approximated hereafter as the Fermi electron velocity vr in the semimetallic thin
film. Under steady state operation of the cold cathode, the excess charge in the two-dimensional semimetallic
film is found using Eq.(3) and imposing the current balance requirement 1%7- = ip = W2Jy°°". This leads
to

Nap = WJp® Je(1 - r)vp. 4)

Simultaneously, the change Nop in the sheet carrier concentration in the Q.W due to trapped electrons leads
to the occupation of the boundstate energy levels according to the energy density of states up to an energy
level which will establish the dynamic Fermi level Ef! (See Fig. 6). The Fermi velocity vr entering Eq.(4)
must be calculated self-consistently because of the dynamic workfunction shift |Ax] illustrated on Fig. 6.
This dynamical shift |Ax]| is equal to |Er' — EF°), where Ef® is the Fermi level in the thin semimetallic layer
under zero bias. For simplicity, we assume that the electrons in the conduction band of the semimetallic
films can be described using the Sommerfeld theory of metals while assuming s-band conduction in the
semimetallic thin film and while modeling the thin film using the particle in a box model for the quantum
well [23]. The set of equations (1-4) is then solved self-consistently to calculate the workfunction shift |Ax|
as a junction of the externally applied bias. Once the dynamic shift has been determined self-consistently,
Eq.(2) can then be used to determine the emitted current.

RESULTS

We consider a specific structure with the material parameters listed in Table IV. Both Au and Ag are
known to form contacts to thin films of semiconducting (n-type) CdS. In that case, the barrier height A shown
in Fig. 6 is quite small and is equal to 0.78 eV and 0.56 eV for the case of Au and Ag contacts, respectively
(16]. The lattice constant of CdS (5.83A4) is very close to the lattice constant of the thin semimetallic
surface layer LaS (5.85 A) which in its cubic crystalline structure will therefore be lattice matched to the
semiconducting material. Additionally, LaS has a quite low room temperature workfunction (1.14 eV),
a feature when combined with the large energy gap (2.5 eV) of CdS leads to NEA of the semiconductor
material. In our numerical simulations, the thicknesses of the CdS (L;) and LaS (L) layers are set equal
to 500 A and 24.6 A (4 monolayers), respectively. The area of emission of the cathode W? is set equal to 1
cm?,

Figure 8 is a plot of the dynamic workfunction shift as a function of applied bias for the cold cathode
emitter with both Au and Ag injecting contacts. The following parameters were used: A = 3004, T} =
T, = 0.5, and vy = 1.36X10%m/s. Figure 8 indicates that the dynamic shift of the LaS workfunction
is sensitive to the quality of the interface between the two-dimensional semimetallic layer and the three-
dimensional contacts which we model by varying the reflection coefficient r between the two-dimensional
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semimetallic thin film and the three-dimensional contact regions (See Fig. 7). It should be noticed that the
La8S workfunction shift can approach the LaS workfunction even for the case of a leaky interface between the
thin semimetallic layer and the 3D contact regions. The dynamic shift |Ax]| is comparable to the workfunction
of LaS for a smaller value of the applied bias in the case of Ag contact because of the lower barrier at the
Ag/CdS interface.

Figure 9 compares the emitted current densities Jo*™ for the structure with Au and Ag contacts
calculated while including or neglecting the effects of the dynamic shift of the LaS workfunction. In Fig.
9, the following parameters were used: A = 300)1, T, =T, =05, r = 0.75, and vr = 1.36X10%cm/s. The
current density versus bias plots are stopped at the values of Vjiq, at which |Ax| = ¢m(LaS) = 1.14eV.
Beyond that point, the theory exposed here is no longer valid since we would need to include the spill over
of the excess trapped carriers into vacuum. As can be seen in Fig. 9, the emitted current densities can be
more than a factor two larger when the effects of the dynamic shift of the workfunction of the semimetal
are included. The effects could be made more drastic if a set of materials and device parameters could be
found for which the dynamic shift of the workfunction could be made comparable to the workfunction itself
at fairly low value of the applied bias (< 5V). Finally, for the choice of parameters listed in the inset and
caption of Fig. 9, the Al/CdS/LaS cold cathode has an efficiency 7 = Jo*™ /Jo around 0.29 at Vj;,, = 20V.

Table IV: Material Parameters of the Cold Cathode

Material Au (Ag) i-CdS LaS
Lattice Type fcc (fec) | Zincblende.c | fece Rocksalt
Lattice Constant (A4) 4.04 (4.09) 5.83 5.85
Workfunction (eV) 4.3 (4.3) 4.2 1.14
Bandgap (eV) 2.5
# of free electrons (10%2cm—3) 5.9 (5.86) - 1.99
Electron Mass (mo) L. 0.14 1.
Electron Mobility (cm?V=15~1) 400.
| Electrical resistivity (273K) (uQecm) | 1.51 (2.04) 92.
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Figure 6: Schematic representation of the conduction band profile throughout the cold cathode emitter
described in the text. Under forward bias, a fraction of the emitted current is captured in the semimetallic
slab. The subsequent excess sheet carrier concentration in the quantum well formed by the semimetallic
slab lead to a shift of the fermi level in the thin film which is similar to a lowering of the workfunction of
the thin film. For a given forward bias, this leads to an increase in the electric field in the wide bandgap
semiconductor (dashed line versus full line) and in an increase in the injection and emitted currents. Also
shown in the quasi Fermi level spatial dependence across the wide bandgap semiconductor.
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Figure 7: Nlustration of the capture of the injection current by the thin film (quantum well) formed
by the semimetallic thin film grown on top of the wide bandgap semiconductor. The diagram on the right
illustrates the partial reflection of the two-dimensional electron gas in the thin semimetallic film upon entering
the three-dimensional contact regions where the external bias is applied.
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Figure 9: Comparison between the emitted current as a function of the applied bias while including

(dashed line) and neglecting (full line) the dynamical shift of the workfunction of the semimetallic slab
described in the text. The parameters of the device are listed in Table IV. The coefficient C, and C, in
Eq.(1) were chosen equal to 1.5X10° A/V and 6.9X107 (V/2¢cm)~!, respectively. Other choices for the
parameters C; and C; with similar magnitudes lead to similar dynamical shift of the workfunction. The

reflection coefficient r shown in Fig. 7 was set equal to 0.75.
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V. Conclusions

The design of efficient cold cathodes has been the focuss of various research efforts aiming at the develop-
ment of vacuum state electronics. In that respect, new electron sources that circumvent the use of thermionic
electron generation are needed. The later generation process must be avoided because of the power and tem-
perature requirements of microelectronics. An ideal cold cathode should meet the following requirements:(1)
high current density (5 A/cm?), (2) room temperature operation, (3) and reliable and durable operation.
During this Summer research effort, two new types of Cold Cathodes Emitters were analyzed. First, We have
used Ensemble Monte Carlo simulations of carrier transport through p-type (zincblende) GaN to investigate
the energy distribution of carriers injected across a GalN/LaBg interface in a new cold cathode design {2].
We have shown that the transfer of electrons from the I' to X and L-valleys occurs predominantly in the
depletion region due to the Schottky barrier at the GalN/LaBg interface. For the range of ramp energy and
neutral GaN region width considered here, it was found that a large fraction (> 85%) of electrons reach
the surface in the I-valley. The energy distribution of carriers was found to be predominatly affected by
plasmon scattering in the neutral region of GaN prior to injection in the depletion region. To increase the
high energy tail in the spectrum of collected carriers and increase the emission efficiency of the cathode, it
was suggested to use a Al;Ga;_.N emitter with an Aluminum fraction close to 0.5 and a p-type heavily
doped (10*?cm~—3) GaN layer with a length around 1,000A.

While proposing another cold cathode emitter, we have shown that the capture of electrons by thin semimetal-
lic layers grown on the escape surface of wide bandgap semiconductors can lead to a dynamical shift of the
workfunction of the semimetallic layers together with an increase of the cathode emission current. Potential
material candidates were proposed for cold cathode operation with applied bias under 20 V, with current
densities around 100 A/cm?, and with large efficiencies (n approaching 30 %). Improvements to the theory
exposed here should include a more realistic model for the energy density of states (to account for the possi-
ble d-band character of the conduction band in semimetallic samples [23]), the finite probability for electron
wavefunctions in the thin semimetallic films to extend in the semiconductor material [24], a more accurate
description of the energy loss mechanisms [25] and screening effects (including lateral ohmic voltage drop) in
thin metallic layers [26]. However, once all these effects are taken into account, we believe the quantitative
operation of the cold cathode exposed here will stay essentially correct predicting a dynamical shift of the
workfunction of the thin semimetallic film of the same order of magnitude than the one reported here.
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Abstract

Unsteady computational fluid dynamics (CFD) codes are beginning to be used to analyze unsteady
aerodynamics problems like store separation, and have the potential for many other applications. Some
potential applications are: Control system design and evaluation, and the study of the effects of atmospheric
winds on vehicle aerodynamics and flight dynamics and control. To be a viable tool in these roles CFD
codes need to be validated with experimental data. Wind tunnel and flight testing to obtain data suitable for
validation of unsteady CFD codes is very expensive and time consuming. Ballistic range testing is
inherently unsteady and relatively inexpensive. The ballistic range as a tool for CFD code validation is
evaluated. The capabilities and costs of the ballistic range testing and some existing data are examined in

light of CFD validation. s

The Aeroballistic Research Facility at the Wright Laboratory, Armament Directorate at Eglin Air Force
Base has the capability to provide high quality trajectory and aerodynamic data and high quality
shadowgraphs for precise flow field measurements (e.g., shock shapes) and density fields from
interferograms. A set of data is available to provide some preliminary CFD validation. The limitations of
this data set are evaluated and suggestions for additional tests and facility capability enhancements are put

forward.
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THE BALLISTIC RANGE AS A TOOL FOR VALIDATION OF
UNSTEADY COMPUTATIONAL FLUID DYNAMIC CODES

Gary T. Chapman

Introduction

Computational fluid dynamics (CFD) is being used extensively in the design and analysis of aerodynamic
systems under steady state conditions. It is also beginning to be used for unsteady flight conditions like
store separation. In addition CFD has the capability to be used in several new and different ways. Some
examples are: (1) In the design and evaluation of flight control systems. (2) As a source of unsteady
aerodynamic data for piloted, ground-based flight simulators. (3) As a tool in the study of the effects of
atmospheric winds on vehicle flight dynamics and control. To be a viable tool in any of these areas requires
that the CFD codes be extensively validated against experimental data. CFD code validation has received
considerable attention for steady state conditions although much work remains to be done. In the case of
unsteady codes relatively little validation has been done. This is principally becaﬁse the unsteady wind
tunnel and flight testing required for validation are complicated and expensive. In general there is also a

lack of priority within the CFD community and management for code validation.

Ballistic range testing, by its very nature, is unsteady, and hence, could provide a source of data for the
validation of unsteady CFD codes. WeN designed and executed ballistic range tests could provide data for

CFD code validation at a reasonable cost.

This paper will evaluate the ballistic range as tool for CFD validation, First, we will examine the
capabilities and testing costs of the ballistic range in light of code validation. Second, .some of the existing
ballistic range data base will be examined for cases suitable for code validation. Third, suggestions will be
made for additional tests that could provide data with characteristics better suited for CFD validation. And
forth, suggestions for relatively inexpensive augmentations to the ballistic range test capability, that will
significantly enhance its code validation capabilities, will be suggested. Finally, a few issues related to the
unsteady CFD codes themselves, that are important for validation using ballistic range data, will be noted.

There are two modes of data acquisition in a ballistic range. They are, onboard telemetry and remote
instrumentation. The onboard telemetry mode is not well developed at the present time and full
development could be expensive and time consuming. Remote measurements are the major sources of
ballistic range data. The principal remotetechnique in use over the last 4 decades is the shadowgraph
optical technique. The more common arrangement is many orthogonal pairs of spark shadowgraph stations
located along the flight path of the ballistic range. An example is the 50 orthogonal pairs of spark
shadowgraph stations distributed along the 200 meters of the Aeroballistic Research Facility (ARF) of the
Wright Laboratory, Armament Directorate located at Eglin Air Force Base (Ref. 1).
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Shadowgraph information can be used in two ways: (1) To determine coordinates of the flight trajectory.
(2) To measure flow field features like shock waves. In the trajectory mode, each pair of shadowgraph
stations are used to determine the 6 coordinates (3 spatial and 3 angular) of the vehicle trajectory. In
addition the time is recorded when each pair of shadowgraphs is taken. With these stations the 6
coordinates are obtained as a function of time along the flight path of the vehicle. This trajectory
information can be used directly in CFD code validation by comparison to'trajectories generated using the

aerodynamic data predicted with a CFD code and a 6-degree of freedom program (6-DOF). This is

ompare
Trajectories

illustrated in figure 1.

Ballistic
Range

Trajectory
Aerodynamics

CrD

Figure 1. Vdiidation Using Trajectory Data

It is possible to use this approach to validate CFD codes even if some of the aerodynamics from the CFD
code are not very good or is lacking, such as drag, in the case of an Euler Code. In these cases
aerodynamics from another source can be substituted for the poor or lacking CFD aerodynamics, for
example the drag determined from the ballistic range data itself. This will be described below. This does
not render the validation process for the other aerodynamic parameters invalid nor does it degrade the

validation process.

Another mode of validation is to use ballistic range trajectory data along with an acrodynamic parameter
identification program (Ref. 2) to determine the aerodynamics of the flight vehicle and compare these to the
aerodynamics computed with the CFD code of an aerodynamic vehicle flying the same trajectory as the
ballistic range test. This mode of validation is illustrated schematically in figure 2.

Ballistic
Range

Trajectory

Trgjectory
Parameter Compare
Identification Aerodynamic

Figure 2. Vdlidation Using Aerodynamic Data
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Note, here the ballistic range trajectory data is used to drive the CFD code. < This may require some
smoothing and interpolation of the trajectory data. This can be accomplished using the aerodynamics

obtained from the parameter identification program.

For these two modes of validation to be successful the trajectory data and the aerodynamics derived from
this information must be of very high quality. To armrive at a high level of confidence in the validation
process using the ballistic range aerodynamic information it would be valuable to provide some validation
of the parameter identification process itself and the aerodynamic modeling used therein. This ballistic
range validation mode is illustrated in figure 3.

Parameter \ |
Identification '5 Trajectory 6-DOF
- Trajectory

Aerodynamics

Compare

Figure 3. Vdlidation of the Parameter Identification Process

Here we take the trajectories, developed with the 6-DOF program and CFD generated aerodynamics, run it
through the parameter identification program and compare the aerodynamic coefficients with those
determined directly from the CFD code. For details of the parameter identification program used on ARF
data see Ref. 3. It should be noted that the ballistic range validation process is not dependent on an accurate
CFD code. All that is required is that the CFD aerodynamics are representative of actual vehicle

aerodynamics.

The second use of the shadowgraphs is to make measurements directly from the shadowgraphs of flow field
features like shock wave shapes, locations of separation, and slip lines, to mention a few. These
experimental measurements can then be compared to corresponding values determined with the CFD code.
This process can be augmented using the optical reconstruction techniques developed by Leslie Yates (Ref.
4). In that technique the CFD density fields are used to construct shadowgraphs which can be compared
directly to the experimental shadowgraphs. This step has to be quantitative to be useful in CFD code
validation. This will require high quality shadowgraphs. Many ballistic range shadowgraphs are taken on a
beaded screen resulting in some lose in resolution of flow field features. The direct shadowgraph technique
projects the shadowgraph image directly on to the film providing a much higher quality shadowgraph. A
typical direct shadov;rgraph taken in the ARF at Eglin Air Force Base is shown in figure 4.
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Figure 4. A Direct Shadowgraph

Over the years other specialized optical techniques have been used in the ballistic range that can be useful
in code validation. The most common of these is the method of interferometry. An example of an
interferogram taken in the ARF at Eglin Air Force Base is shown in figure 5. In some cases only a single
interferogram is taken. If the flow field is axisymmetric we can determine a density field using an Abel
integral inversion technique. If the flow field is not axisymmetric we can construct an interferogram from
the CFD density field, again using the techniques developed by Leslie Yates (Ref. 4), and compare it with
the experimental interferogram. If we get good agreement everything is probabley correct. However, if the
agreement is not good it is difficult to determine where the difficulty lies in the CFD solution. It is
preferable to be able to determine the density field directly from the experiment. To do this requires an
interferometric station that can take multiple interferograms simultaneously at different viewing angles.
Such a station exists in the ARF at Eglin Air Force Base. There 6 simultaneous double plate holograms are
taken of the flow field at normanaly 30 degree increments in viewing angle (Ref. 5). With these 6
holograms it is possibie to construct 6 or more interferograms. With the use of tomography these
interferograms can be reduced to a density field in three dimensions.

To use the ballistic range for CFD code validation will require use of both the trajectory data and the flow
field measurements. The trajectory data by itself provides good validation of the overall aerodynamics,
which is what is needed in the final analysis, but, if the validation at that level is not adequate more detailed

information is required. In that case the flow field measurements from shadowgraphs and the density fields
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from the interferometry are essential. Hence, it is important when conducting ballistic range tests for CFD
validation that both sets of data be obtained during the same test. Even in this case there will be insufficient

data for validation of some details, for example the structure of turbulent boundary layer flows.

: o : SRR R N
Figure 5. A Typical Interferogram
Before we proceed on to a discussion of the existing data base a few words need to said about costs of
ballistic range testing. The cost are composed of two major components; model and sabot construction, and
test operation, which includes the data analysis. Construction costs for a typical model and sabot
combination is less than $1,000 per model sabot combination. The cost of test operations at the ARF at

Eglin Air Force Base runs less than $2,000 a shot. Hence, for a 10 shot test program the cost is less than
$30,000.

Existing Ballistic Range Data Base

Over the years thousands of ballistic range tests have been conducted on hundreds of configurations. For a
variety of reasons most of this data is not suitable for CFD code validation The configurations may be too
complex for easy geometry definition (e.g., rotating bands on spinning projectiles), the test conditions do
not yield data with sufficient trajectory definition for good code validation (e.g., too few data points per
cycle of motion, this normally happens for rapidly spinning projectiles), or the vehicle aerodynamics do not
have sufficient unsteady characteristics to be useful for validation of unsteady codes (e.g., a very lightly
damped vehicle will not exhibit sufficiently complex dynamics to be of use in the validation of all aspects of
the CFD code) etc. '

7-7




Recently a series of tests have been conducted at the ARF at Eglin Air Forcé Base with the primary

objective of obtaining density flow fields on simple projectiles for validation of CFD codes. These tests
used the 6 simultaneous double plate hologram station. Tests have been conducted on the three
configurations shown in figure 6. Configuration 2 was tested in both an open and closed base configuration.
Models are normally hollowed out in the base region to place the center of gravity at a position that will
ensure stability of the model. However, for the closed base models tested the base closure was

accomplished with a thin disk. The physical characteristics of these configurations are tabulated in Table I.

= 10 deg.

CL=89.2 mm
=10 deg.
Configuration 1
Cone
=20de Cyl= 19 mm FL=53 mm
=22.6de CyD=19 mm
Configuation 3

Cone-Cylinder-Long Flare
Cyl=19 mm _
CyD=19mm Fl=20mm

Configuation 2
Cone-Cylinder-Short Flare

Figure 6, Configurations Tested

TABLE I
Nominal Physical Properties of Test Models
Configuration Mass X-Moment of Inertia | Y-Moment of Inertia | Center of Gravity

(Xg) (gr-cm’) (gr-cm’) (mm)

1-Open 0.0416 31.13 206.222 49.619
2-Open 0.06423 36.816 142.79 30.585
2-Closed 0.08167 50.495 206.597 35.85
3-Open 0.1009 91.17 593.688 43.525

The tests were all conducted at a nominal Mach number of 2.5 and atmospheric conditions. Examples of
the pitch (theta) and yaw (phi) angles, and the y and z components of swerve are shown in figure 7a, and 7b
respectively for a cone-cylinder-short flare model (configuration 2). Also shown in these figures are
computed trajectories based on aerodynamics determined from the trajectory data using the parameter

identification program.
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Because this test was designed to obtain interferograms for use in developing the ;bmography proceedure to
determine density profiles for CFD validation the trajectory characteristics were not tailored for optimum
CFD validation. An examination of Figure 7 illustrates trajectory characteristics that are sub optimal, from
a CFD validation stand point, on two counts. First, only a third of the ballistic range was used (60 of 200
meters and hence only 17 of 50 shadowgraph stations). Second, the wave length of the pitching motion is
on the order of 15 meters and hence there are, on the average, only 4 data point per cycle of motion. In
addition it would not be practical to use the present models, as designed, in tests over the full length of the
range because the mass and drag characteristics result in significant velocity loss over the length of the

range. This can be seen in Figure 8 were the derived velocity curve is shown as a function of the down

range distance,
o 6 DOF Reduction — Motion Plots
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Here 'we see that this conﬁguratxon loses nearly 150 m/s in 60 meters of flight. Hence, over 200 meters of
flight it would have a velocity loss of over 450 m/s. This is not acceptable. The only way to reduce the
velocity loss and retain the configuration would be to increase the mass and/or sme The wave length of the
pitching also needs to be extended to obtain more data points per cycle of motion. This would improve the
definition of the trajectory and hence provide better trajectory data for direct CFD validation and better data
for the determination of the aerodynamic characteristics using the ballistic range parameter identification
program. An optimum trajectory over 200 meters of flight for CFD code validation would be to have 4 to 5
cycles of motion resulting in 10 to 12 points per cycle of motion with a velocity loss of around 50 m/s or

less.
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Although this test exhibited trajectory characteristics that were sub optimal from two stand points, there
were some good characteristics demonstrated. First, there was sufficient pitch damping for good CFD
validation, a decrease in the pitch amplitude by over 50 per cent in 4 cycles of motion. Second, there was
sufficient swerve to allow validation of the normal force characteristics. The lift, drag and pitching moment
coefficients determined with the parameter identification program and experimental trajectory data shown in

figure 7 are tabulated in Table I Also tabulated in Table I are the probable errors of each coefficient.

TABLE I
Aerodynamic Coefficients and Probable Errors (Configuration 2)

Shot No. Alpha Max Cy (PE) Cra (PE) Coe (PE) C.a (PE)
B940579 4.4 deg. 1.51(0.002) -1.27(0.07) -11.62(2.8) 11.32(.78)

The probable errors on all of these coefficients suggest extremely good aerodynamic data. However,
preliminary analysis of 2 additional tests on this cone-cylinder-short flared model (configuration 2) with
differing amplitudes of motion show considerable variations in the aerodynamic characteristics, particularly
the drag coefficients. Values of the aerodynamics coefficients for these two additional tests are tabulated in
Table III along with the parable errors (where available). The shot to shot variation is well beyond that
expected from angle of attack variation or experimental accuracy. This suggests that there may be dynamic
effects on flow separation on the flare. It should be noted that configuration 2 was designed to have a
region of flow separation at the juncti‘on of the cylinder and flare. It is suspected that the separtion is
behaving in a vary non consistant manner that depends on the specific dynamics of the body. To test out this
hypothesis additional analysis needs to be done on the cone (configuration 1) and the cone-cylinder-long
flared (configuration 3) models. If the shot to shot consistantancy for these configuration is well with in the
acceptable limits the prelimeary hypothesis of dynamics dependent separation would appear to be true.
This would require further testing to verify. If dynamics dependent separation is the principal reason for the
shot to shot variation it could be that configuration 2 is a very good candadate for validation of unsteady
viscous CFD codes under extreme conditions. Preliminary evaluation of results on cones (configuration 1)

suggest that this is the case. The testing of the separation hypothesis is continuing.

TABLE 1
Aerodynamics for two Additional Shots (Configuration 2)
Shot No. Alpha Max Cpo(PE) Cra (PE) Cre (PE) C.. (PE)
B950461 1.1 deg. 1.840 -1.22(0.06) -6.15(0.14) 7.850)
B950460 0.6 deg, 1.17(0.001) -1.34(0.02) -8.3(3.0) 11.4(0.24)

From a code validation stand point the present set of data has at least one other deficiency. That is it does
not cover the transonic speed range where the shock wave dynamics would be expected to be much more
extreme, particularly around Mach number 1. At these conditions for a decelerating, pitching and plunging
model the shock dynamics will be extremely complex and time dependent.

In spite of the various deficiencies given above this current set of data can be useful in CFD code

validation.
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Additional Tests p

Although the tests described above can be used for code validation they do not represent the best that can be
achieved nor do they cover a sufficient Mach number range. In the following, two sets of tests that could

provide better data and cover a wider Mach number range are described briefly.

1. The first set is to modify the existing configurations to move the center of gravity slightly rearward to
increase the wave length of the pitching oscillation and to increase the mass and/ or decrease the base area
to reduce the velocity loss. These configurations should be designed to fly the entire length of the 200
meter long range. A reduction of the flare length for both configurations could go a long way to meeting
these objectives with out significant change to the configurations. All though these models do not tend to

roll it would also prove beneficial to install at least one roll pin in the base of the model to asses the amount

of roll

2. A second set of test in the transonic speed range is essential to validate codes that must operate in that
speed range. The configuration here could bé the cone-cylinder-long flare. The use of an aerodynamic
design program called PRODAS shows that this configuration as designed would have é much longer wave
length in pitch than it did at M=2.5.

Another potential transonic configuration is illustrated in Figure 9. This configuration was tested in 1958 in
the 1 foot transonic wind tunnel at AEDC, see Ref. 6. These tests showed positive static and dynamic
stability about the center of gravity position (the pivot location for the wind tunnel test). The aerodynamic
coefficients are; CM, =—0.08, CMm P ==1.7, and Cp ) =0.63. All coefficients are based on base area and

diameter. The pitching moment coefficient depended on the base configuration. The data above is for the
flat base as illustrated in Fig. 9. AEDC is alréady performing CFD calculations for the case of a free
oscillation, and with a mechanical spring. Both oscillations are about the listed center of gravity. These
cases are compared to the wind tunnel data in Ref. 6. The comparison looks good but the spring used in the
wind tunnel test was strong and hence the aerodynamic moment contribution is small. A CFD computation
for comparison with a free flight test would provide a much better validation of the CFD. To get a body
that is sufficiently stable for a good ballistic range test may require moving the center of gravity slightly

forward.

=13.3 deg.

k 1.469D >

CG=0.762D from Nose
Figure 9. Potential Transonic Configuration
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Another potential configuration is the Mark 82 bomb. This configuration is preséntly being computed in a
pure roll mode to determine spin damping. This work is being done at AEDC. Here again a ballistic range
test could go a long way to providing validation data for spinning configurations.

Capability Enhancements

There are several enhancements to the facility capability that could improve the over all data quality or add
some capability that could prove beneficial for code validation. Some of these capabilities already exist but

may not be in use at present. Some of these facility capability enhancements will now be considered.

1. One way to increase the data per cycle and hence to improve the overall data quality, particularly for
partial range tests is to make use of multiple exposure shadowgraph stations. Here multiple spark
shadowgraphs are taken at the same station with a multiple spark arrangement. This capability has been
developed and installed in the ARF at Eglin but rarely used. Each of these stations takes 4 shadowgraphs
with the images of the model about 0.25 meters apart. This capability exists at 5 station along the ARF. If
the multiple exposure stations were applied to the conditions of the data in Figure 7 it would provide up to 5
clusters of data points and improve the definition of the trajectory.

2. As noted earlier the shadowgraphs used in determination of trajectories does not have good properties
for flow field visualization. However, direct shadowgraphs, an example was shown in Figure 4, provide
much better quality picture for flow field measurements. More of these shadowgraph stations need to be
included in tests that are meant to be used for CFD code validation. Here again the ARF has capabilities for

this that are normally not used. ‘

3. The present automated film reading technique developed by Leslie Yates of AeroSpaceComputing (Ref.
7) appears to have good film reading accuracy for long bodies but for shorter bodies and particularly short
bodies with asymmetric separation there may be a degradation of the accuracy. This could be improve by
using a silhouette matching procedure. This capability needs to be added to the capabilities for the film
reading.

4. The classical double plate holography technique use in the multiple simultaneous holographic technique
described above may prove to be too sensitive and time consuming to obtain density fields for a large
number of test cases. A much simpler technique may be the cylindrical holographic technique presently
being developed by the University of Florida under contract to Armament Directorate at Eglin Air Force
Base. The limitations of the cylindrical holographic technique need to evaluated before a switch to this
technique is made, particularly distortion effects that may be present in the cylindrical technique need to be
qgmﬁﬁed.

5. Another capability that could provide very useful information is -an air flow system normal to the
ballistic range flight path. This could be useful in studying the effects of atmospheric winds on vehicle

dynamics and assessing unsteady effects normally not modeled in flight simulations. This could be
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accomplished in the ARF by inserting a simple closed return wind tunnel normal to the flight path. The
tunnel shown have a test section that is at least 0.4 meters high and 2 meters across (distance along the flight
path) anc provide velocities of about 12 m/s. A quick analysis shows that it would be possible to place
such a wind tunnel in the 3.6 meter square portion of the ARF. This wind tunnel would require a drive

system with about 10 horse power. A sketch of a potential configuration is illustrated in Figure 10.

With a distance of 2 meters of travel a projectile 10 cm in length would experience a flight path of 20 body
lengths in a cross flow velocity of 12 m/s. If the projectile has a velocity of 300 m/s it would experience a

perturbation in angle of attack of about 2.5 degrees.

—>

on view'of m

Figure 10b. Top View of Wind Tunnel
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To use this wind tunnel for CFD code validation may require that the holes in the side of the wind tunnel
(shown as round circles in figure 10a), through which the model enters and leaves wind tunnel, be covered
with mylar or some similar very light material through which the model must fly. This will keep the
turbulence generated by an open window from causing turbulence in the ballistic range as well as producing
additional turbulence inside of the wind tunnel. In addition the flow field in the wind tunnel test section

where the model will fly must be surveyed in detail to provide the known wind field information.

Figure 10c. Isometric View of Wind Tunnel
Some CFD Issues
Although the principal purpose of this paper was to assess the capability of the ballistic range for CFD code
validation a few issues need to be pointed out concerning the computational aspects of validating CFD

codes with ballistic range data.

1. If Chimera grid schemes are to be used care must be taken to account for the deceleration of the test

vehicle and hence the inner grid may move significantly with respect to the outer grid.

2. For validation of unsteady tests the issue of initialization of the CFD procedure needs serious
consideration. For example one might use the solution for a forced periodic motion with an amplitude and
wave length similar to the test case. Here we would be starting at the same angle of attack with a solution
history that is nearly that which the vehicle had experienced. The best achievable initialization of the CFD
program would be as follows: (1) Obtain the best curve fit to the ballistic range trajectory with the

aerodynamics identified with the ballistic range parameter identification program. (2) Using the initial
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conditions and these aerodynamic coefficients, calculate the trajectory backvtvards in time for some
prescribed period of time, t, for example about one cycle of motion. (3) Perform a CFD computation for
the steady state conditions at t=-t" (4) Now continue the CFD solution using the trajectory from t= -t to t=0.
(5)At t=0 activate the 6-DOF program and continue the computation using the trajectory from the 6-DOF
program. In this way the flow field predicted with the CFD program will have a very good representation of

the motion history for the initial conditions at t=0.

3. If external winds are to be considered the CFD code must account for the winds. This will require a
modification to the outer boundary conditions. A graduate student is presently working on this at AEDC as
part of the AFOSR Summer Faculty and Graduate Student Research Program.

Concluding Remarks

This brief analysis reported here shows that the ballistic range posses many characteristics that make it a
promising cost effect tool for the validation of unsteady CFD codes. To illustrate this more completely
CFD computations need to be performed for some of the data sets that presently exist for supersonic
conditions, or better yet for transonic data should it become available. Effort also needs to be expended to

obtain density flow fields from the inteferograms for some of the existing tests.
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Abstract

A genetic algorithm scheduler is developed that solves a simple sequencing problem. The
effect of various crossover and mutation rates on the best ten solutions found and on the average solution
of the last generation is presented as a study of 25 experiments. The most important result is that the
closer the average solution for the last generation gets to the optimal result, the farther the average of the
best solutions is from that optimal result. This suggests using the average of the best solutions and the
generation average solution as measures to adjust the crossover and mutation rates to produce a better
solution in a fixed amount of time